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1  �Introduction: The industrial application 
of AI – current status and trends

The use of AI in industrial production and administra-
tive applications is driven mainly by the desire to increase 
productivity and introduce new performance features. AI 
systems expand services and analysis activities at the cus-
tomer interface, promote sensor-controlled automation of 
production and provide the basis for new product capabil-
ities and the implementation of these capabilities in new 
business models. With new AI-based processes, fewer work-
ers are required to carry out routine activities and costly 
analogue technology is replaced by cheaper, comparatively 
simple digital sensor technology. This paper focuses on 
neural networks. Other approaches that can be supported 
by AI (clustering, combinatorial processes, etc.) are not con-
sidered in this paper.

With the widespread advance of AI in fields of activity that 
were previously shaped by humans and analogue technolo-
gy, new security risks are emerging. One reason is the con-
tinuing rapid decline in the explainability of the results of 
advanced neural networks. This topic is briefly examined at 
the end of this introduction.

Furthermore, a technical revolution in the area of machine 
learning (ML) which started in 2018 is redefining the 
deployment of cloud and edge technologies: Considerable 
computing resources (usually on an extensive server pool 
in a cloud data centre) were required in the early phase of 
deploying ML, both for the creation (data acquisition, data 
evaluation, training) and the operational use of the finished 
recognition system (inference). However, nowadays the 
resources required are essentially limited to training, which 
has become vastly more efficient thanks to scaling network 
architectures and aspects of AutoML™1, as well as transfer 
learning and multi-task learning. In contrast, new tech-
nologies such as quantisation [1] FlatBuffers format access 
technology [2] and edge accelerators (such as Graphics 
Processing Unit (GPU), Tensor Processing Unit (TPU), Intel-
ligence Processing-Unit (IPU)) are managing to achieve, in 
cost-effective decentralised locally operated edge devices, 
inference performance that is already beyond the reach 
of centralised instances because of the current and realis-
tically foreseeable level of network latency. Inference, the 

practical implementation of the fully trained system, only 
remains useful in the cloud because of advantages related 
to updating, maintenance and extreme application-specific 
requirements for computing and storage resources.

In the long term, productive use of AI will most likely 
happen mainly at the edge, on local hardware devices 
rather than on remote servers. All of the positive features 
therefore come with a trade-off in terms of security risks, 
since external surveillance and espionage are considera-
ble threats. On the other hand, external communication 
is being restructured by relocating complex tasks to the 
edge. New methods and opportunities are being developed 
to strengthen privacy and confidentiality. For example, 
permanent communication at the machine level can be 
replaced by regular deliveries of reports via edge devices in 
a security-optimised format that contains only the specif-
ic information required by a particular service provider to 
perform its tasks. Any suspicion of espionage can be coun-
teracted in this way.

After this introduction, Chapter 1 describes the current 
paper, summarises the typical applications of ML in indus-
try today, as well as how these applications have developed 
and displaced previous alternatives. It also outlines the 
current risk situation that can occur in such applications 
through the improper use of AI for attack purposes. Based 
on the developments described above, Chapter 2 reviews 
the structural changes to the use of AI in industry. Chap-
ter 3 provides an overview of selected classes of industrial 
processes in which AI can offer concrete support today. It 
also presents selection criteria for AI methods. Chapter 4 
covers the particular security aspects of Industrie 4.0 use 
cases. Chapter 5 provides a summary of the current options 
available for supporting key security issues in Industrie 4.0 
using AI. The potential support offered by AI is discussed, 
both in the basic areas and in the newly emerging fields. 
Reference is also made to the opportunities and risks that 
are likely to arise from transferring the productive AI appli-
cation to the edge within company boundaries. Chapter 6 
offers basic recommended actions together with conclud-
ing considerations.

1	 Commercial software for optimising AI training
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This document is intended to help domain experts better 
assess the suitability of AI technology for their particular 
area of application. It is also aimed at industrial users of 
AI-based systems and developers of AI algorithms, who 
should have a basic knowledge of AI methods.

Other organisations, such as the German Electrical and 
Electronic Manufacturers’ Association (ZVEI), have carried 
out further work on the industrial application of these 
technological developments [3]. The document has been 
continuously updated during its compilation, both techni-
cally and in line with important political statements and 
measures. It was completed on 1 July 2021.

Lack of explainability in AI decisions

One challenge that affects AI-based decisions and evalu-
ations is the lack of explainability [4] of the results of AI 
applications. Explanations are often sought when AI deliv-
ers a result that does not meet human expectations. How-
ever, AI cannot recognise the reasons for wrong decisions 
or indeed even form generalisations or abstractions regard-
ing problems that have occurred, in the way that humans 
can.

The sub-working group “AI for Industrie 4.0 Security” has 
already published two reports on this topic [5] [6].

At present, a clear contradiction exists between the pre-
cision and explainability of AI results. This is also due to 
the superhuman level of performance in certain applica-
tions. While various efforts have been made to improve the 
explainability of AI decisions, satisfactory results are rare.

It may still somehow be possible, in the context of tech-
nical considerations such as those described in this docu-
ment (see the following paragraphs), to satisfy the human 

desire to find an explanation that makes sense to humans. 
In the meantime, however, AI can also recognise things for 
which humans no longer have an explanation. This desire 
will therefore be increasingly difficult to meet. In reference 
[7] for example, an AI-based retinal image evaluation meth-
od is reported which, among other things, makes it possible 
to identify a person’s gender, illnesses and lifestyle habits 
(opportunistic learning). The recognition of some of these 
attributes is inexplicable for humans, at least to date. It was 
previously not scientifically known that visible features of 
the retina contained certain data at all.

Results can be better explained when older AI methods 
are used, such as support vector machines (SVM) – a ker-
nel-based family of machine learning methods. However, 
these methods usually achieve a significantly lower recog-
nition rate compared to neural networks.

Some efforts to achieve better explainability of AI based 
on neural networks focus on translating the nesting depth 
of the automatically generated features in modern neural 
networks, which typically have more than 100 layers, into 
additional AI methods having less depth.

The following best practices can improve the explainability 
of results:

	• Intensive testing (also with the help of a test AI), with a 
corresponding focus on borderline decision cases. This 
also applies in general, irrespective of whether or not an 
AI is used for decision-making.

	• Teaching the AI with relevant data to avoid mislearning

	• If possible, granularisation of the AI-based assessments 
in order to clearly indicate which part of an AI set of 
rules has carried out which assessment.
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2  �Structural changes in the 
use of industrial AI

As already outlined in the introduction, AI is continuing to 
develop rapidly in two directions in many specialist appli-
cation areas. It is achieving ever greater performance and 
superhuman capabilities while becoming increasingly com-
monplace in our everyday reality. Both trends relate to the 
feature of machine learning, which is now often considered 
to be the most economically relevant feature of AI. AI is 
everywhere: in cars and most of the technically sophisticat-
ed devices used in households, entertainment, production, 
diagnosis, communications technology, agriculture and the 
military. There appear to be barely any limits to its prolifer-
ation, as new potential uses are constantly being developed. 
At the same time, more and more areas are being processed 
by AI far more “intelligently” than is possible by humans in 
many ways. Not only are machines more economical, much 
faster and more reliable, they are also far more intellectu-
ally productive within their specific field. Just as polymaths 
have been replaced by highly skilled specialists in the last 
500 years, ML will propel the process of further speciali-
sation into a new era. ALPHA-GO can only play GO and 
nothing else. The program has no education and no human 
qualities. However, in this, the most complex strategy game 
ever devised by humans, there is no longer any point in 
individuals or groups or machines programmed by humans 
competing against this program.

This chapter tries to explain the current development in 
these two dimensions from the perspective of Industrie 4.0 
security.

2.1  AI in the edge

As mentioned in the introduction, the performance of 
AI in the edge has made a significant leap forward in the 
last three years. AI can therefore have an impact across 
broad areas of daily life. The Stanford professor Andrew Ng 
already predicted this development when he said “AI is the 
new electricity”. AI is becoming as commonplace as elec-
tricity, it is everywhere and the share of technical devices 
with no connection to AI will soon be negligible.

To understand the new and evolving situation, we need 
to be aware that an AI system must first be trained. This 
means that in a neural network between 50 and 150 mil-
lion parameters (weights) are generally determined at 
present. This step is complex and requires a large amount 
of computing capacity, main memory and floating point 
arithmetic. Once these parameters have been determined 
and the network has thus been “trained”, then the applica-
tion follows, i.e. the inference. Usually, no further changes 
are made to the network for a long period. It then only 
executes forward steps, for example to classify input val-
ues. This can be done with a much more compact memo-
ry structure and much cruder arithmetic. The network is 
converted into the FlatBuffers format and the arithmetic is 
changed from Float32 to Integer8 by means of quantisation 
[1]. Even in the case of complex neural networks, the result 
is a loading module that requires less than 1 GB of memory 
and, if the Integer8 arithmetic is accelerated accordingly, 
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can complete a complete inference operation in 5-15 milli-
seconds. The device of choice for the inference is therefore 
not the server farm in the cloud, but usually a very small 
edge device or a TPU-accelerated smartphone (e.g. a Google 
Pixel3) – on site and therefore without network latency.

Thanks to advances in semiconductor technology, the 
performance of edge devices is also improving. Devices 
in the format of a Raspberry Pi, for example, now have 
a memory of up to 8 GB and a multicore CPU. As a hard-
ware basis for inference processes, devices with such 
resources have considerable power reserves even for 
demanding machine learning (ML) systems in typical 
industrial applications, such as quality control based on 
image analysis.

We are therefore getting closer to the goal of introducing 
high-quality AI into all areas of business and private life. 
At present, the leading platform for machine learning on 
very small devices is TensorFlow Lite. TensorFlow now 
works with over 10 systems from the field of microcon-
trollers. While these systems are too small to support com-
plex operating systems, they can typically load and run 
a single application as an embedded system. The tinyML 
Foundation [8], a professional non-profit organisation, has 
existed since March 2019. Its goal is to develop platforms 
for machine learning that are small, that is, their power 
consumption is in the single-digit milliwatt range. This 
opens up the prospect of machine learning-based appli-
cations even in the area of off-grid systems: these systems 
can manage on power from a single small battery for years 
or operate with small solar panels and a small rechargeable 
battery. Such systems are, as explained above, very compact 
and also largely self-sufficient in relation to external power 
sources over relatively long periods of time. Put together, 
these features means that in future edge devices will large-
ly recognise and record the environment, traffic, people 
and other phenomena as images, sound or other features 
derived from sensors and pass these on, via suitable chan-
nels, to interested central parties. In this case, the intelli-
gent edge of the Internet of Things (IoT) does not have to 
be permanently connected to the Internet. A possible appli-
cation example is a forester, who checks weekly wheth-
er the microcontrollers have seen, heard or smelled bark 
beetles or other pests. There are practically no limits to the 
possible application scenarios.

Nowadays, even small devices have space for several ML 
systems, for example as an ensemble to further increase 
accuracy. Even the smallest of devices can also accommo-
date malicious ML systems that can be used for espionage 
or to cause disruptions, thus specifically causing securi-
ty problems. Typical microcontrollers have memories in 
the 1 to 3-digit kB range. This was the capacity of main-
frame computers in the 1970s. That capacity is obviously 
not enough to recognise the world with Inception V4 or 
EfficientNet B7 [8] – in that case, you need “large“ systems 
like a Raspberry Pi for €30 (see above, or a similar device). 
However, it is sufficient to recognise simple patterns, even 
when other tasks are performed simultaneously. It should 
also be noted that supposedly primitive devices can carry 
out analysis and monitoring that is by no means trivial, 
even if these devices do not have the technical require-
ments to run an operating system.

The ecosystem of the IT industry, comprising hardware, 
software, system and application manufacturers, has begun 
to tap extensively into the possibilities that open up when 
IT can perceive and recognise various aspects of the envi-
ronment. This applies to various vertical segments, in the 
professional and consumer field, across a wide range of 
economic aspects and levels of varying complexity. Tech-
niques such as voice control, pattern-based access control 
or data input for applications of all kinds – from industrial 
products such as lane departure warning systems in cars to 
voice-based detection of respiratory diseases or in indus-
trial production such as AI in optical quality control to 
welding-in-process quality control – are becoming increas-
ingly commonplace.

In the Industrie 4.0 application domain [10], the application 
functionality is migrated from “outside“ (in the cloud) to 
the Operational Technology Edge, which is usually within a 
company’s IT environment. Data no longer has to leave the 
company in order to be processed by an externally provid-
ed service: the service is carried out by the operator with-
out any connection to the publisher.

The most important benefit, in addition to cutting costs 
and increasing performance, is the new opportunity to 
reduce the risks attached to cross-company communica-
tion.
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By switching to protocol levels that can be explained by 
human beings, espionage through targeted evaluation and 
interpretation of message streams and infiltration with 
malware can be significantly reduced.

Pattern recognition takes place within the company at the 
edge as part of a machine feature. The possibility of attack 
is reduced because only periodic reports are created as 
PDFs, which show the next maintenance date and because 
a continuous data connection is no longer necessary.

Since this edge device can host the AI and other sets of 
rules for checking abnormalities or rule violations, trigger-
ing of alarms and blocking of invalid and unusual accesses 
or access attempts can already take place at this point.

On the other hand, the use of correspondingly powerful 
edge devices generates an excess of computer power in 
the central performance features of the hardware. A sim-
ple micro system such as the Raspberry Pi 4 has a memory 
usage in the single-digit percentage range when a modern 
high-end network such as the EfficientNet B3 is used for 
inference tasks. When you connect an accelerator such as 
the Coral TPU [11], the observable CPU performance (of the 
4-core processor) also drops to unremarkable values.

Edge devices can map a large chunk of such security-rele-
vant AI functions and locally recognise whether there has 
been a change in behaviour and, if necessary, decide how 
to proceed with external requests. However, a local device 
cannot recognise whether the behaviour of the overall 
infrastructure has changed across endpoints and partici-
pants. For this purpose, an AI would have to be provided 
at a centralised point. If necessary, this would receive data 
from the edge devices for comprehensive and centralised 
evaluation. The location of such a centralised AI cannot yet 
be determined because the architecture of the infrastruc-
ture has not yet been (fully) defined.

In brief, it should be noted that while AI systems are creat-
ed through machine learning with resource-intensive use 
of server pools in a cloud, they are implemented in prac-
tice in software-optimised form for decentralised small 
devices at the edge of the Internet and even beyond, in 
parts of the world without electricity and communication 
networks. The reduction to FlatBuffers and I8 quantisa-

tion is not suitable for training but very suitable for infer-
ence, if necessary with double-digit billions of arithmetic 
operations per second for same price as a T-shirt. Energy 
self-sufficient sensor networks can spread to areas far from 
civilisation, configure themselves resiliently and require 
only a few nodes that need a connection to the world with 
electricity and communication with a fixed network. AI 
can be anywhere and is already a routine technology in 
many areas today. Devices of all types can see, hear, and 
understand language and hand signals and, of course, var-
ious other sensor signals. We all know that a modern car is 
primarily an AI-based system, at least in terms of the price 
components of the features ordered. Howver, rather than 
being controlled via a telecommunications network, the 
car derives its function from a local intelligence system. 
We talk to our navigation systems, rely on trusty warning 
systems, and enjoy the comfort of electronic drive trains. 
These are all responses to AI in the edge, yet they only give 
us a vague sense of what this technology can do in core 
areas such as Industrie 4.0 at the edge.

In this paper we explain that these capabilities do not come 
without risks, because smart edge devices can also get up to 
no good.

2.2  AI in the cloud

We now have network architectures that are deliberately 
aimed at efficient scaling. This is bringing about further 
streamlining of the loading modules to achieve inferences 
with a given recognition quality, including increased reso-
lution of the inputs (example: Google EfficientNet B0-B8, 
compound scaling of 224X224 to 672X672 with only 5.3 to 
approx. 80 million parameters). Such architectures are also 
important so that the resources required for training can 
be aligned with the qualitative objectives of inferences. This 
training is costly and still needs to take place in an exten-
sively configured cloud.

A cloud deployment for inference is only necessary for 
extremely fine-grained classification, in which case it takes 
place in cooperation with the edge for 5 to 6-digit class 
numbers. Networks like the familiar Google Lens are then 
used. However, this type of requirement is not part of 
industrial pattern recognition today. Such requirements are 
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targeted more at private users using their smartphones to 
find information about their living environment, wanting 
to recognise and compare plants, animals, cars or consumer 
goods.

We should point out here that training for typical indus-
trial applications can now be achieved with far less effort 
than about three years ago. The technology of transfer 
learning has now been perfected to such an extent that 
high-performance networks can be created with minimal 
effort on the basis of renowned network architectures 
that once set world records in the ILSVRC competition 
(ImageNet Large Scale Visual Recognition Challenge). 
Practically all networks of this type are now available as 
Open Source Software (OSS) under typical OSS licenses 
such as Apache 2.0 including all weights, generated with 
ILSVRC2012 data. If you define around 20 new classes, 
as is customary in the context of industrial applications, 
and thus replace the classification layer from the 1000 
ImageNet classes, then training for these classes usual-
ly takes less than 24 hours, including fine-tuning if you 
unfreeze fewer than the last 3-5 layers, but keep the rest 
of the weights fixed. This type of training for such an OSS 
network achieves match rates of over 98% (according to 
the top 1 criterion). The cost of this type of training is 
therefore marginal. It can even be carried out with a very 
manageable amount of training data if modern augmenta-
tion techniques are used.

A new class of realisable complexity is being developed for 
the process of training large new architectures outside of 
the basic systems for transfer learning applications. With 
the use of AI to determine the optimal training strategy 
(in systems such as AutoML from Google), there are new 
opportunities for achievable precision. Today, training pro-
cesses are extremely resource-intensive primarily because 
many combinations of hyperparameters have to be tested 
in a heuristic procedure for training in order to achieve 
optimal results in the one loading module for inference 
that is ultimately used. AI-based strategies will make it pos-
sible to find shorter, more cost-effective routes to the goal. 
A new market for proprietary software with a very high 
value proposition is also opening up here.

Such systems could also strongly promote the use of Rein-
forcement Learning (RL) and Generative Adversarial Net-
works (GAN), which today can only be implemented with 
extremely intensive allocation of resources and associat-
ed high costs. These are the sub-disciplines of AI that go 
beyond the proven superhuman capabilities of machine 
learning in pattern recognition and enable creative capabil-
ities that are only just beginning to be explored. The crea-
tive tactics of ALPHA-GO when seeking victory in the field 
of strategic games provide an example of superior machine 
actions that human brains can no longer understand. GAN 
are believed to have similar capabilities in creating patterns 
of all kinds that can contribute to progress in technical, 
medical, and general scientific research.

In summary, we can say that modern AI in the cloud will 
deliver results that lead to an increasing number of super-
human machine capabilities, especially in areas that were 
previously considered to be differentiated by human intel-
ligence. Creativity and developing strategy have so far been 
regarded as skills specific to humans, while the capabilities 
of sensory organs have long been considered technically 
feasible. For example, dogs have a better sense of smell than 
humans, while birds have better vision. It has been clear for 
a long time that machines can adopt this type of capability 
and indeed outperform humans in these areas. A new bat-
tleground in IT security has emerged in Industrie 4.0 with 
the proliferation of AI in the smallest edge devices. These 
are in widespread use and while they are sometimes not at 
all associated with AI, they can execute the loading mod-
ules from these networks with a high level of performance 
and at the same time allow scope for manipulation within 
the device.

2.3  Global AI market

It is well known that, compared to the budgets available in 
the United States and China, financial support for the fur-
ther development of AI in the rest of the world currently 
lags far behind. Three-digit billion amounts from govern-
ment organisations combined with very large investments 
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by private companies in the Internet sector ensure that 
today almost all globally recognised publications, advanced 
product developments and strategic course determinations 
occur in North America and China. Anyone looking for 
current, highly technical scientific publications on the top-
ic of AI on the Internet will initially find almost exclusively 
American references in the common search engines and 
then gradually be directed to the area of search results doc-
umented only in Kanji characters. There are practically no 
search results from Europe, or in particular from Germany. 
High-tech AI is not happening here, at least in this regard, 
as anyone carrying out such searches can clearly see.

The development of AI is being spearheaded by a few com-
panies (Apple, Facebook, Google, Baidu, Amazon, Micro-
soft), universities (Stanford, Berkeley, NYU, Montreal, 
Toronto, MIT, Oxford) and some predominantly Chinese 
government organisations. With the explainability of AI 
by human brains continuing to diminish rapidly and the 
prospect of AI-based explanatory systems emerging only 
in North America and China, there are grounds for con-
cern. To make matters worse, the gap between the scientific 
AI-related skills of these countries and Europe is steadily 
widening.

Recently published material on backdoor access to IT and 
OT(!) systems [12], [13], [14], [15], is now considered to have 
been known to manufacturers for a long time. It is all the 
more alarming to find that the manufacturers concerned 
only act after the devastating economic and geopolitical 
effects of these attacks have been felt by their customers. 
There is a dangerous gap between the detection and elim-
ination of these dangers, one which is often perpetuated 
by state-political or economic considerations. With this in 
mind, trade-offs in AI solutions in the future should not be 
assessed differently.
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After a review of the status of AI, trends and structural 
changes in industry triggered by AI in the first chapters, 
this chapter examines the current typical application of AI 
in industry. To this end, limitations and criteria for choos-
ing the right AI solutions are proposed.

Typical applications of AI in industry can be found in

	• Production automation

	• Control of industrial drives (motion control)

	• Demand-driven maintenance of machinery

	• Process-optimisation

	• Quality assurance through non-destructive testing.

These applications mainly use sensor technologies to 
obtain the necessary parameters. In addition to imaging 
sensors (image, colour, light), many other sensors are used 
in the industrial sector to measure temperature, pressure, 
tension, acceleration, torque, contact and much more.

The AI methods currently under discussion are based on 
machine vision, hearing and communication through the 
use of signals from imaging and acoustic sensors and less 
on the use of the other sensors mentioned. These are sub-
divided into:

3  �Typical applications 
of AI in industry

	• Image/video recognition

	• Voice recognition

	• Text summarisation

	• Sentiment analysis

	• Evaluation of contracts and contractors as well as other 
administrative applications.

Pattern recognition through the use of deep learning with 
neural networks has proven to be especially successful. This 
is due to the impressive progress made in the development 
and implementation of the algorithms for neural networks 
and also to the availability of computing capacity and 
speed in the cloud, thus making the use of neural networks 
feasible. Another success factor is the fact that the algo-
rithms and tools are available as open source solutions.

Neural networks are trained with large amounts of data. 
Various options are available on special servers in the cloud 
for the purposes of training. Examples of such technologies 
include: TPU (Tensor Processing Unit) systems from Goog-
le. TPUs are specially developed microchips that calculate 
and continuously optimise the parameters of neural net-
works during the learning process. This technology greatly 
accelerates machine learning. Other learning accelerators 
are IPU (Intelligence Processing Unit) systems from Graph-
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core, which have implemented in-processor memories. 
These memories allow the accelerators to achieve very 
high speeds for training neural networks. This technology 
is available as a service in the Cirrascale Cloud. Providers 
like Baidu, Nvidia and others offer open source software for 
deep learning. For example, PaddlePaddle from Baidu sup-
ports distributed computing for the efficient use of multi-
ple cloud servers. Nvidia’s Cuda-X AI runs fastest on servers 
with Nvidia GPUs, which are also offered by many cloud 
providers.

One fundamental problem when training neural networks 
is that of gaining access to sufficiently large volumes of 
high-quality training data. Tens of thousands of training 
data examples are required to achieve a sufficiently high 
recognition rate. However, in practice, there is almost never 
enough training data available for a user’s own specific 
application. Usually only a few data sets are available.

One solution to this problem is to use transfer learning. For 
transfer learning, you start with a pretrained network that 
is available as open source. This network is then retrained 
for the specific application with a few hundred data sets. 
This means that only the last layers of the neural network 
are adapted to the actual problem. This works quite reliably 
if pretrained networks from a similar application class, e.g. 
image recognition, are selected as the starting point. How-
ever, in this case the application-specific and proprietary 
data sets have also so far been uploaded to the cloud for 
retraining. Under certain circumstances, this may present 
a security problem and a problem for protecting your own 
intellectual property (IP).

Nowadays, transfer learning can also be carried out on your 
own computer if it has a reasonable amount of processing 
power, so you no longer need to upload proprietary data to 
the cloud.

Deep learning with neural networks always has one goal: 
recognising data patterns. AI is very good at this, far better 
than humans. However, the result depends on the previ-
ously trained data sets. If the training data contains hidden 
assumptions or distortions (bias), these are automatical-
ly transferred to the results. Furthermore, if the result is 
fundamentally wrong, AI is not able to clarify the cause 
(explainability of AI results [4], Chapter 1).

Limits of AI solutions

	• Although the match rates of AI solutions are significant-
ly higher compared to previous standard methods, AI 
applications still do not achieve 100% coverage because 
it is not possible to train the entire data space with 
examples.

	• It is difficult for AI applications to analyse the causes of 
errors (limited explainability [4], Chapter 1)

	• Insufficient quality of the training data with an unde-
tected bias simply replicates this bias and thus distorts 
the result.

	• In the event of unexpected problems with AI applica-
tions (out-of-the-box), only humans can help – so far.

	• AI solutions themselves do not contain any security 
measures against attacks. Security measures must there-
fore also be implemented as a protective screen (onion 
skin model) and access models defined with appropriate 
authentication methods.

	• Implementing AI requires expert knowledge.

There is as yet insufficient analysis of sensor networks with 
deep learning: the available data sets do not always pro-
vide a suitable starting point for specific applications. The 
first address for data sets can be found at ‘Top Sources For 
Machine Learning Datasets‘ [16]. The question also arises 
as to what extent deep learning is generally the most suit
able approach in this context, or whether other AI meth-
ods such as SVM or Gradient Boosted Decision Trees, for 
example with random forest, are more suitable for some 
applications.

Criteria for selecting AI for industrial applications

	• Application is based on machine vision, hearing, com-
munication with text in natural language, strategy 
development in complex decision-making situations, for 
example to control autonomous systems

	• Deep learning with neural networks, preferably using 
transfer learning with pretrained networks, if available
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	• Evaluation of sensor networks

	• Simple anomaly detection with priority given to 
explainability against the maximum possible match 
rate

	– ML clustering with corresponding statistical algo-
rithms

	• Highly complex sensor networks

	– Neural networks + transfer learning on on-site 
servers avoids loading of proprietary data into the 
cloud and minimises security risks such as the loss 
of IP. 
Prerequisite: A pretrained neural network suitable 
for this application is available in order to minimise 
the on-site training effort. Such a network must 
provide the same architecture with a suitable input 
layer on which the available data can be adapted 
without any loss of quality. A suitable interface 
must also be provided for transferring the interme-
diate inference results from the frozen layers to the 
newly written classification layer. 
Self-evidently, a Convolutional Neural Network 
(CNN) from image recognition cannot be used in 
order to mimic the capabilities of a Long short-
term memory (LSTM) for voice recognition.  Trans-
fer learning delivers astonishing performance, 
especially for image recognition, since the convolu-
tional layers of these networks mainly contain the 
features for processing graphics primitives. They 
are largely independent of the recognised image 
contents. Therefore pretraining with ImageNet data 
(general images of animals, plants, buildings, modes 
of transport and so on) often provide a very good 
basis for completely different tasks of graphic rec-
ognition such as medical diagnosis, non-destructive 
testing in the manufacturing industry, etc.

	• General prerequisites:

	• Availability of suitable in-house expert knowledge or 
consulting firms

	• A security concept must be developed, in every case, 
for the access-secured and integrity-assured storage 
and processing of AI training and application data 
that has been externally purchased and generated 
during use over the entire life cycle by machine and 
human process participants.

	• Clarification of contractual issues such as rights to 
the data or the resulting IP, also as a prerequisite for 
the application of a suitable security concept.

Technology outlook: TPU ICs consist of complex pro-
cessing cores, the maximum possible number of which 
are implemented and connected in parallel on an IC. 
The maximum possible number of cores is determined 
by the selected silicon technology and then by the 
price of the IC (cost to performance ratio). By continu-
ously shrinking new silicon process nodes, for example 
to half the structure width with the same silicon area, 
silicon technology enables the implementation of four 
times as many functions, in this example four times 
as many TPU cores. This is described by Moore’s law, 
according to which computer power doubles every 
year. However, Moore’s law is increasingly no longer 
applicable as silicon technology moves into the rang-
es below 20 nm structure width. Under certain cir-
cumstances, this can be at least partially compensated 
for by better architecture concepts for implementing 
algorithms. For example, the latest TPU cores are cur-
rently produced using 7nm technology [ [17], [18] and 
are already well optimised in terms of processor archi-
tecture, barring an unforeseeable new approach. For 
the next decade we predict that chips will shrink in 
three further stages to 2nm technology. The IPUs from 
Graphcore are also manufactured in 7nm technology. 
Since each shrink stage will make the cores 2.5 times 
faster for about the same IC price, this would accelerate 
the computing power of IPUs and TPUs by a factor of 
15 in this decade, provided that the problem of energy 
dissipation in the ICs can be adequately resolved.
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In the context of Industrie 4.0, security features are quality 
features in the broadest sense. Since these features are not 
inherent components of new technologies, including AI, 
this chapter addresses the fundamental issues of security 
in AI applications. It links previous chapters to the fol-
lowing chapter about the applicability of AI to the various 
security-related aspects of Industrie 4.0. 4.1 AI in the Indus-
trie 4.0 context.

In addition to the formidable performance of AI in general 
considered above and in light of existing AI applications 
in the industrial context, it should be noted that deploy-
ment scenarios in the field of Industrie 4.0 are particularly 
dependent on values such as “trustworthiness“ and “secure 
cross-company communication“. It is evident that people 
sometimes find it difficult to understand where to find 
evidence in order to trust AI decisions when the results are 
not neat and understandable. Frameworks that enable sys-
tematic testability or certifiability in the conventional sense 
are not yet known. Further methods need to be developed 
to this end, in particular to reliably detect the sometimes 
invisible and security-related influence of distortions (bias) 
in the AI evaluation process.

As already explained in two previous publications [5] [6], 
we still face particular challenges at this point, primarily 
relating to the security of components, machines and oper-
ations.

The special Industrie 4.0 security requirements, which have 
so far been supported by largely established cryptographic 
methods and processes, must be examined to determine 
how security can be improved through hardened AI appli-
cations in the shop floor area, primarily in edge systems. In 
addition, the extent to which edge systems can be defend-
ed against Generative Adversarial Networks (GAN)-based 
AI attacks by means of these hardened AI applications and 
thus demonstrate greater resilience compared to conven-
tional Intrusion Detection Protection (IDP) systems, is to 
be investigated. In all cases, new high-performance edge 
systems also raise new questions in all contexts with regard 
to their possible uses, as well as possible trade-offs. These 
considerations and questions with reference to “industri-
al security and the development of AI applications at the 
edge” have so far not been given any particular attention 
in industry, especially since edge architectures are only in 
their infancy. To date, security issues have only been con-
sidered at a later stage.

4.1  �Relevance of security requirements 
for AI in Industrie 4.0

In general, it must be ensured that the use of AI in Indus-
trie 4.0 components does not exacerbate the existing secu-
rity situation and does not have a negative impact on the 
status quo. In this respect, the discussion on the use of AI 

4  �Security considerations for 
Industrie 4.0 applications
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applications for Industrie 4.0 also addresses the question of 
how AI services that are already on the market, as well as 
future developments, have an impact on the required secu-
rity features of components, machines and operations.

Future system developers will no longer necessarily be able 
to work with the same development tools used now or in 
the past to validate design features and security require-
ments with respect to AI applications. These AI applications 
must not be technologies that are retrospectively “tacked-
on”, but must be treated as inherent performance elements 
in the design of components and machines through to 
operation.

Similar notions are already in circulation with regard to 
the security-by-design requirement in product develop-
ment in accordance with ISO/IEC 62443. In the same way, 
the requirement placed on AI applications in established 
mechanical engineering in this context is, among other 
things, adherence to integrity-by-design. The objective 
thus pursued would be to integrate AI applications, not 
randomly and without control, but in accordance with 
engineering integrity standards, in order to achieve human 
controllability of systems. In general, placing blind trust in 
AI results in the area of Industrie 4.0 is a mistake. The focus 
should be on proven behaviour and a basic understanding 
of the phenomenon of possible distortions. In addition, 
inference systems at the edge should ideally be protected 
against vulnerabilities and undesirable side effects.

4.2  �Application of known IT security trust 
models and prevention methods in 
Industrie 4.0 AI scenarios

If the above security considerations are consistently 
applied, the “Zero Trust Concept” known from the field of 
digital identities can be used as a blueprint. This is based 
on the idea that if there is a high number of agile and con-
stantly changing communication participants, these are 
assigned an initial zero trust value and must then “earn” 
the trust of the other participants within the framework of 
a trust scoring system.

In other words: In an ideal case, any Industrie 4.0 commu-
nication with other components would exclusively follow 
the aforementioned “zero trust principle”. Then the identi-
ties and authorisations involved would be checked before 
any access to applications, data, sensors, and actuators. 
Only once validated and approved would communication 
links be activated and applications and data spaces made 
visible to human and machine users. In addition, every 
access would be logged with relevant metadata in order to 
support forensic analyses in the event of a malfunction or 
attack. This principle is already used in behaviour-based 
intrusion detection systems (IDS) and intrusion prevention 
systems (IPS) and can serve as a model in industrial AI sce-
narios. The extent to which the required trustworthiness  
[19] of decisions made by the actual AI-based systems can 
be determined, evaluated and explained, by means of addi-
tional predictive AI analytics, is still the subject of research. 
For this purpose, dynamic changes in the observed system 
metrics are evaluated with regard to their plausibility. The 
objective is to achieve AI-monitored or AI-explained deci-
sions by AI systems.

In real Industrie 4.0 implementations, including in the area 
of critical infrastructures, the challenge over the next few 
years is to integrate a trustworthy combination of new, 
I4.0-native systems with existing systems that have some-
times had long-term investment.

In the run-up to an AI-based I4.0 project, it should be clar-
ified whether a digitisation project may be necessary in 
order to create a homogeneous digitised process environ-
ment from a brownfield (existing) environment. Alterna-
tively, additional IIoT sensors (e.g. thermal imaging cameras 
for temperature monitoring) can be used to determine 
operating parameters that are not yet digitally available. 
To avoid creating unintentional gateways for security inci-
dents and configuration errors, it is necessary to examine 
whether and how communication interfaces and protocols 
can be translated to uniform standards using industrial 
hardware and software. The actual systemic challenge is 
that of being able to assign an appropriate place to edge-
based AI systems in the context of trustworthy standard-
ised systems in a manufacturing landscape in transition. In 
short: which AI decision is justifiably trusted, when and by 
whom.
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4.3  Interoperability at the organisational level

Amid the excitement about increasing the potential of new, 
high-performance, autonomous AI-based systems, ques-
tions concerning interoperability must also be asked:

Do the new AI-based edge, edge-cloud or cloud topologies 
in industrial manufacturing follow established security 
standards? Could interoperability lead to power plays at 
different levels in the network? How do autonomous deci-
sions by components and machines affect a process control 
structure that has historically grown in a hierarchical man-
ner? To what extent can AI-based autonomous machine-
to-machine decisions be stimulated and ultimately, from a 
systemic point of view, assume control without trade-offs?

These and other important questions regarding organisa-
tional interoperability requirements cannot be dealt with 
conclusively within the scope of this document. They show 
the importance of and the need for planning organisa-
tionally, conceptually and holistically when introducing 
AI-based systems. The strengths and possible impondera-
bles of AI systems outlined in the previous chapters have 
an impact on functional interoperability. This means that 
they also affect the stability of Industrie 4.0 processes.

4.4  �The requirements of Industrie 4.0 security 
measures

If AI applications are to catch on in Industrie 4.0 as “the 
new electricity”, to use the analogy from Chapter 1, the 
characteristics of this electricity are absolutely mission-
critical. In the worst case, all components fail if this “ener-
gy” is insufficient. Alternatively accidents occur because the 
“energy” is excessive, too unstable, cannot be calculated or 
because other conditions cannot be explained. These sce-
narios must be avoided at all costs.

The requirement for integrity and stability, and ideally also 
standardised interfaces, is of paramount importance. To 
solve the security issues facing Industrie 4.0 using AI, some 
basic requirements must be met. Some points are listed 
below as examples:

	• Understanding of industrial security requirements, 
especially for Industrie 4.0

	• Understanding of the basic working principles and 
importance of AI applications and assessment of the 
results

	• Creation of suitable models for the interaction between 
AI and security

	• Creation of secure models to validate integrity

	• Development of suitable test frameworks and methods 
for the certification of AI models, taking into account 
the processes for data acquisition, modelling, mainte-
nance, monitoring in the field, etc. and operation

The following Chapter 5 examines in more detail wheth-
er and how AI applications can be represented within the 
individual security-related topics of Industrie 4.0 and with 
what added value. To this end, selected aspects from the 
work of the entire “Security of Networked Systems” work-
ing group from Plattform Industrie 4.0 are considered.
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This chapter discusses and examines the applicability of 
AI to the various security-relevant aspects of Industrie 4.0. 
The chapter contains corresponding Industrie 4.0-specific 
terms from various discussion papers published by Plat-
tform Industrie 4.0 on the subject of security. The usability 
of AI with regard to the various aspects is also set out in 
examples, with answers provided to the following question:

From a security perspective, how can AI be incorporated 
into the various subject fields of I40 and help to achieve a 
higher level of security?

5.1  Discussion of Industrie 4.0 security issues

The following section examines the various subject areas 
of the “Security of Networked Systems” working group in 
detail.

5.1.1  The I40 value chain

AI can make an important contribution to the creation of 
a new value chain2; AI can quickly assess providers with 
regard to their suitability to participate in a value chain. 
An assessment of a participant in a value chain can include 
various attributes, such as delivery reliability, payment 
behaviour, rumours or reports on the state of the company, 

quality information on the products, previous experience, 
pricing policy, environmental protection, market domi-
nance, the overall economic situation, local or global pan-
demics in regions or countries, or their history of dealing 
with these. The massively increased amount of data now 
available on all these factors makes it difficult for humans 
to carry out the assessment satisfactorily, since the relevant 
amount of data and filtering of this data amount to a “big 
data” problem.

Using these attributes, an AI can assess the participant 
based on scores in the form of a recommendation. In this 
way, the candidates can be placed in a desired order and 
invited to participate in that order.

The same selection process can be carried out when replac-
ing participants, even under time pressure. An interim 
assessment of the participants can also take place during 
productive operation of the value chain, for example, polit-
ical changes, natural disasters or the spread of disease 
can make it necessary to take quick action and replace a 
participant.

If necessary, the AI can be further developed on an ongoing 
basis by means of targeted update training, since the final 
decision made by humans ultimately results in data label-
ling of the selection, which can be taken into account in 
subsequent decisions.

5  AI and security issues facing Industrie 4.0

2	 A description of the characteristics of the I40 value chain can be found in the study “IT-Sicherheit für Industrie 4.0” [24].
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The number of potential participants in a value chain on 
the market is often limited, since the market is only divid-
ed by competition. Under these conditions, the AI could 
be used to propose other potential participants once these 
establish themselves in the market in order to prevent fun-
damental dependencies caused by a participant dominating 
the market or to counteract this situation.

Another example of the use of AI within the value chain 
could be the detection of unusual events in the produc-
tively running I40 value chain and a corresponding (early) 
warning. For example, an AI could recognise an unusually 
high data request, possibly with an unusually high rejection 
rate when communicating between two participants. Or 
the AI could detect unusual data requests whose access has 
been authorised, which were previously not required, or 
only rarely.

If necessary, AI can be used before the start of productive 
operation to create intelligent suggestions for the ade-
quate provision of production data for participants within 
the value chain. The question of which data is required by 
which participant, from which other participant and when, 
and when which participant should then have approved 
access can no longer be answered trivially, if there is a larg-
er number of participants in a value chain. Without tech-
nical support it can hardly be framed consistently by the 
human brain.

In addition, an AI could make suggestions for the diversi-
fication of value chains. In some cases, there may be inde-
pendent production steps in which other value chain par-
ticipants do not have to be involved. Strict separation (e.g. 
between the supply of raw materials from the manufacture 
of the end product) increases security: the dependencies in 
the supply chain are reduced and the knowledge held by 
participants in one value chain about those in another val-
ue chain can be dramatically diminished.

5.1.2  Secure digital identities

The allocation and management of digital identities3 is 
becoming more complex, due to new, decentralised iden-
tity architectures. This concept became part of a global 

discussion following the proposals of the World Wide Web 
Consortium (W3C).   In addition to many private, com-
mercial and government discussion groups, the European 
Union is also addressing the topic within the framework of 
the eIDAS ecosystem [19]. The search for a solution in the 
last two years has consequently moved away from a single, 
centrally managed identity towards a “Self Sovereign Iden-
tity” (SSI) [20]. In the global solution space, identities can 
be characterised by different, use-dependent identification 
features, and their validity and authenticity can only be 
checked and confirmed by use-specific test centres.  If an 
SSI is used, an I40 entity  [21] manages its various, use-spe-
cific identity features itself. This management is no longer 
carried out centrally, but by different decentralised entities 
using “Decentralised Identifiers” (DIDs). The concepts are 
currently being developed by W3C working groups [22]. In 
addition, it is planned to define the interpretation of iden-
tities specific to their use for purposes in the Industrie 4.0 
environment and also in the context of GAIA-X (see Chap-
ter 1).

The required minimum security attributes of an identi-
ty can vary depending on their use, the environment and 
consideration of the relevant costs of their provision. In the 
area of critical infrastructures, for example, higher security 
requirements are placed on the I40 identities than in the 
mass production of paper breathing masks. The mass pro-
duction of paper respiratory masks to provide basic protec-
tion against infectious diseases requires very effective qual-
ity control. However, for cost reasons, it may be difficult to 
require each individual protective mask to have its own, 
unfalsifiable proof of identity across the entire value chain.

AI can make an important contribution to establishing 
minimum security requirements for identities. These 
requirements can of course be a list comprising graduat-
ed security requirements, even if the identities are found 
in a common value chain. A wide variety of criteria can be 
included in the creation of the requirements, such as the 
total costs of production, cost requirements for produc-
tion, type of identity (human, machine, partial product, end 
product), possible uses of the end product, buyer of the end 
product, “removal” of the identity (e.g. in the supply chain) 
from the actual end product, influence of individual parts 
on the mode of operation, possibility of an identity being 

3	 For a description of the characteristics of a secure identity, see the output paper “Technical Overview: Secure Identities“ [21]. This solution 
offers certain potential for AI support and is explained below.
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isolated within a value chain, manufacturing secrets and 
their protection (intellectual property), etc.

The AI can then evaluate individual security attributes of 
the identity used in the value chain, per identity, e.g. with 
regard to:

	• The way in which identities are secured with regard to 
their authenticity (using hardware, software, combina-
tions, ID cards, fingerprints and other biometric fea-
tures)

	• Requirements for the identity as a communication par-
ticipant (attributes of secure communication, such as 
encryption, level of encryption, use of communication 
protocols, signatures that are required at minimum)

	• Requirements for auditability and traceability (determi-
nation of the need for auditability as well as traceability 
and, if necessary, the level of detail required)

AI can also help in the detection of attempts (successful or 
unsuccessful) to falsify or exchange a secure identity, e.g. 
through behavioural pattern recognition and detection of 
deviations from these learned behavioural patterns. Exam-
ples of deviating behavioural patterns are:

	• A change in communication behaviour, such as frequen-
cy, unusual requests, making contact with other identi-
ties, previously uncontacted, within the value chain

	• Use of other security attributes when communicating 
(or when attempting to communicate)4

	• A change in the speed of communication (e.g. response 
to requests, number of response blocks)

	• Use of IP addresses, URLs, Mac addresses, etc.

	• A change in the type of auditable data (e.g. log data, its 
amount, the logged events, etc.)

	• A change (or attempt to change) login processes to other 
identities or centralised components

Since the secure identity in the productive operation of 
a value chain can be assigned to a participant in a value 
chain, the AI contributions already mentioned above for 
safeguarding the value chain also apply.

5.1.3  Secure communication

Secure communication is characterised above all by the 
fact that the communication participants are equipped 
with the appropriate security attributes, such as appropri-
ate communication protocols guaranteeing security, appro-
priate keys for encryption or decryption of data, and certif-
icates that can be presented to check the authenticity of a 
communication participant. However, communication can 
be structured much more securely if only those connec-
tions that are actually required in the communication net-
work of the value chain are configured accordingly when 
setting up communication paths. Constant changes to the 
participants and the associated communication channels 
quickly result in a communication configuration that is 
confusing for humans and can only be managed with the 
support of machines, possibly with AI.

AI can be helpful in detecting unusual attempts at com-
munication. The same examples apply here as for the value 
chain and secure identity, which are used in connection 
with changes in communication and communication 
attributes for secure communication: the speed of commu-
nication, identity, etc. AI can also help recognise whether 
communication paths are incorrectly or unnecessarily 
configured. Communication participants who have left the 
value chain may still communicate (unsuccessfully) with 
their former communication participants belonging to 
the value chain, possibly asking for unnecessary data via 
an unnecessary connection. It looks just as odd when new 
participants in the value chain do not communicate at all 
or only a little. In all cases, unusual communication takes 
place, which could possibly be recognised with the corre-
sponding meta-data even5 without AI. However, if there is 
no meta-data, it can only be recognised with the aid of an 
AI, since plausibility or non-plausibility cannot be recog-
nised in the normal way.

4	 A description of the characteristics of secure communication is contained in the discussion paper “Secure Communication for Industrie 4.0“ 
[25] and also in the discussion paper “Secure cross-company communication with OPC UA [26].

5	 For a rough description of the characteristics of a trust infrastructure, see the document “Eberbach Talk on Security in Industrie 4.0” (2013, 
Fraunhofer SIT, Darmstadt [27]. A current publication by Plattform Industrie 4.0 “Vertrauensinfrastrukturen im Kontext von Industrie 4.0” is 
listed under reference [28].
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5.1.4  Trust infrastructure/Trust profile

At present, the question of how to create and shape a glob-
al trust infrastructure is still in intensive discussion in the 
relevant working groups of Plattform Industrie 4.0. This 
section therefore cannot name any specific AI aids for the 
security of individual entities that ultimately define the 
trust infrastructure.

However, in principle the trust infrastructure is a prereq-
uisite for the secure operation of global value chains and 
essential in order to provide the necessary security features 
to establish secure identities and secure communication 
within value chains. Therefore, every cyber attack on a val-
ue chain or attempt to manipulate a secure digital identity 
is also an attack on the trust infrastructure in which it is 
located. In the discussion of how AI can help with security 
issues, the examples from the above sections on the value 
chain and secure identity also apply.

Conversely, attacks on the components of a trust infra-
structure that exists worldwide (e.g. on their Public Key 
Infrastructures (PKI) or their Certificate Authorities or Cer-
tification Authorities (CA)) also amount to attacks on secure 
identities, secure communication and the secure operation 
of value chains. In this case, AI can make a contribution to, 
for example, recognising unusual behaviours in the com-
munication of PKIs, CAs and their network components 
and providing direct or indirect evidence of the manipula-
tion of such facilities.

In particular when establishing the initial trustworthiness 
of an identity (i.e. providing the identity with the necessary 
keys and certificates), the AI can possibly detect unusual 
activities, such as:

	• Use of unusual communication channels for the first or 
follow-up request for keys and certificates from a CA

	• Unusual composition of the certificates

	• Unusual behaviour of communication participants (pos-
sibly secure identities) immediately after receiving and 
using their new security features for the first time.

Note: Additional metadata makes detecting such manipula-
tions easier. If, for example, it is known that a secure iden-
tity is involved in value chain 1 and 2, it can be recognised 
(sometimes even without AI) that unusual communication 
behaviour is present when the identity tries to connect 
with components from value chain 3.

5.1.5  Attribute-based access control

Using attribute-based access control (ABAC)6, you can 
design complex individual rules as well as sets of rules that 
make sense when examined individually, but are difficult 
for humans to evaluate for the meaningful behaviour of an 
overall system of rules and for inconsistencies, if necessary. 
For example, there could be one rule that allows access 
between 10:00 hours and 16:00 hours. A second rule could 
subsequently be introduced that prohibits access between 
15:00 hours and 22:00 hours, thus creating an inconsistency 
for the period 15:00 hours to 16:00 hours. A test phase prior 
to commissioning that reveals this type of inconsistency is 
definitely required.

In addition, it may no longer be possible to formulate com-
plex rules that contain a wide variety of attributes at all 
using normal rule description languages, since the exact 
formulation contains too many programmed special cases 
as combinations of attribute values. For example, one or 
more rules designed to determine whether an Industrie 4.0 
component may be switched from the maintenance status 
to the production status could include attributes such as 
component data (pressure, temperature, power consump-
tion, engine speeds, etc.), weather data (air pressure, precipi-
tation, type of precipitation, degree of cloudiness, humidity, 
wind speed, wind direction, weather development, likeli-
hood of thunderstorms decreasing/increasing, etc.), com-
munication behaviour of the component (“usual”/”unu-
sual”), status of the value chain (dependencies within the 
value chain, so that switching would put the component at 
risk), etc. In this case, humans need significant help from 
technology in order to maintain/gain an overview, indeed 
if this is possible at all.

6	 For a description of the characteristics of access control for Industrie 4.0, see the discussion paper “Access control for Industrie 4.0 compo-
nents for application by manufacturers, operators and integrators” [29].
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AI can be very helpful, for example, for testing complex sets 
of rules and finding inconsistencies in this process. This 
can be supported by clustering approaches, for example. An 
AI could iteratively combine the various attributes of a set 
of rules in an intelligent way in order to arrive at the limit 
values of the response change of the set of rules as quickly 
as possible. It could allow humans to make the final judge-
ment on whether or not access should still be allowed in 
these limit cases, or whether there are any inconsistencies 
and the decision is therefore incorrect.

AI can be used not only to control rule sets and their con-
sistency, but can also be used within rules. The example of 
switching Industrie 4.0 components can be supported by 
such AI-based sets of rules. Here, AI can also analyse tem-
poral processes and draw conclusions about normal/unu-
sual or uncritical/critical temporal processes. This can lead 
to the refusal of access within a rule, regardless of consist-
ent and current individual attribute values. In the example 
above, this would be the weather development, past status 
and future status of the value chain.

However, the assessment by an AI of the temporal course of 
the status of the value chain (described by a large number 
of individual but interacting parameters) could be incom-
prehensible for humans in this example, in connection 
with the lack of explainability of AI decisions described in 
Chapter 1. The above-mentioned aids for (partial) explain-
ability are used as possible remedies: Intensive tests, data 
checking of the validity of the learning data, granularisa-
tion of the AI assessments.

5.1.6  Collaborative Condition Monitoring

Collaborative Condition Monitoring7 is a suitable scenar-
io for illustrating the interaction of the various aspects 
already discussed in the previous paragraphs. Within a val-
ue chain, (at least) two secure identities (e.g. the monitoring 
officer and the I40 entity) communicate with each other 
via secure communication (secure, encrypted connection), 
which is ensured via a trust infrastructure and where the 
requesting party uses an attribute-based access control to 

gain read-access to the monitoring data. All examples of AI 
aids from the terms discussed so far therefore apply.

AI can also be helpful in relation to this scenario in detect-
ing unauthorised or unusual access to monitoring data. 
Often the monitoring officer can retrieve all information 
from an aggregated report. This means there is no need to 
gain further access to detail attributes of the entity or only 
in rare cases. The same applies for write-access to certain 
attributes. Based on a frequency of such accesses across dif-
ferent I40 entities, AI can conclude whether the access or 
the frequency appears unusual. In the event that monitor-
ing data is provided regularly/permanently and collected, if 
necessary, there is also a need to monitor the data flows of 
this data. AI can help to recognise unusual data flows and, 
if necessary, to prevent them or filter them according to 
certain recipient attributes before sending. Given that AI is 
increasingly used at the edge, rule violations and obvious 
behaviours in requests can already be recognised in an edge 
device in the case of the “Collaborative Condition Monitor-
ing” scenario and the request terminated at this point.

Since the Collaborative Condition Monitoring scenario was 
still in development at the time this document was written, 
further aspects of the scenario cannot be discussed in detail 
in this document.

5.1.7  The administration shell

The importance of the administration shell8 as a core 
element of I40 entities must be acknowledged, also with 
regard to security, because it contains, for example, oper-
ating parameters as well as secrets belonging to the rele-
vant manufacturer and entity operator. This data could be 
stolen, destroyed or manipulated in a cyber attack. Since 
the administration shell is part of the I40 entity and the 
I40 entity is identified by a secure identity (which in turn 
is located within a value chain, communicates with other 
value chain participants using secure communication and 
has access control mechanisms), the considerations above 
apply in full to the administration shell.

7	 A description of the term “Collaborative Condition Monitoring” and a description of the scenario can be found in the publication 
“Collaborative data-driven business models” [30].

8	 A description of the administration shell is contained in the specification “Details of the Asset Administration Shell“ published by Plattform 
Industrie 4.0 [31]. A description of the security requirements of the administration shell is contained in the discussion paper “Security der 
Verwaltungsschale“ [32].
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AI can be particularly helpful in monitoring data espionage 
and data manipulation with the purpose of causing dam-
age. Data espionage can be mapped to the unusual data 
accesses or data access attempts that have already been dis-
cussed here in detail. Data manipulation with the purpose 
of causing damage must be distinguishable from a normal 
and quite frequent change of data within the administra-
tion shell (e.g. in connection with the use of the I40 entity 
using new operating parameters). If the asset administra-
tion shell contains a large number of very different attrib-
utes, it is no longer possible for humans to monitor every 
kind of combination of the various attribute values. Built-
in software input tests are also not able to carry out rule-
based checks on the validity of every combination of attrib-
utes and attribute values based on rules. However, AI can 
carry out these plausibility checks very efficiently and trig-
ger an alarm accordingly if a combination is to be assigned 
to the whitespace area.

As already explained under the term “access control” and at 
the beginning of the chapter, the difficulty with AI is that 
the result of an AI-based investigation cannot be explained 
by that same AI. It simply delivers a score, indicating:  more 
plausible or less plausible To check the plausibility of the 
administration shell data, aids must therefore be provid-
ed that allow a final analysis to be carried out by humans 
when the AI generates the alarm. Saving the history of the 
last changes to the administration shell data would seem 
to be appropriate here: in this way, the data version from 
before the AI alarm can be compared automatically with 
the version in which the alarm occurred. A person (as the 
administrator of the administration shell) can then easily 
identify the root cause of the alarm after doing appropriate 
research. In addition, another AI can be used as an aid to 
explain plausibility or non-plausibility. However, humans 
should have the final decision here as to whether the ver-
sion of the administration shell data in which the alarm 
was triggered is still plausible or not.

Since various aspects of the administration shell are still 
being discussed within Plattform Industrie 4.0 at the time 
of writing this document, these aspects cannot be explored 
in more detail.

5.1.8  GAIA-X/Cloud services/Edge devices

GAIA-X9 stands in principle for a highly standardised data 
infrastructure on the Internet that allows data exchange 
between a wide variety of cloud services all interacting 
with each other. These services map complex scenarios that 
are distributed across a wide variety of cloud service pro-
viders and cloud infrastructure providers. GAIA-X is based 
on the core principle: “security and privacy by design“. This 
paradigm is a decisive success factor for GAIA-X, as the 
cyber attack surface of such a service infrastructure appears 
to be considerably higher than in pure Industrie 4.0 scenar-
ios. The question as to how security can be viewed holisti-
cally in the face of highly distributed accountability across 
a wide variety of environments (hyperscaler, edge devices, 
company networks, etc.) is unavoidable. It also applies with 
regard to different security-relevant levels (network, appli-
cations, operating systems, databases, GAIA-X management 
infrastructure, etc.). Very effective protective measures 
must therefore be established that work at all levels (pre-
vention, detection, quick response, etc.) in order to secure 
the entire infrastructure. Such a service infrastructure 
would require a European trust infrastructure. Since com-
munication participants will at some point be located with-
in this infrastructure and communicate with each other 
within this infrastructure, the previous examples for secure 
identity, secure communication, trust infrastructure, access 
control (transferred from the Industrie 4.0 case to the 
GAIA-X case) are also fully applicable. Given that Industrie 
4.0 scenarios are also included within the GAIA-X service 
infrastructure, the considerations that apply to the other 
terms also apply to these.

It makes sense to use AI to provide security for this service 
infrastructure at all levels. Since the GAIA-X project had 
only recently been established at the time of writing this 
document, it is therefore still partly in a definition phase 
and only a few obvious examples of using AI are listed here.

AI can monitor/check the data exchange between the 
microservices, edge devices, and generally between the 
communication participants for non-plausibility, such as:

9	 For a description of GAIA-X, see the GAIA-X website [33].
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	• Unusual measured values

	• An unusually high number of requests

	• Unusual connection attempts (successful/unsuccessful)

	• Unusual querying of data

	• Unusual use of APIs

	• Unusual establishment of a connection between the 
microservice/device and various recipients

Since orchestration of the communication channels 
appears more difficult in the case of GAIA-X than in a pure 
Industrie 4.0 scenario that has a changing but defined 
number of participants in a value chain, communication 
with a fixed, non-AI-based set of rules can hardly be 
checked. In addition, AI can determine a change in the 

communication behaviour of individual communication 
participants and thus draw conclusions about possible 
manipulations carried out by these participants. Changed 
communication behaviour of individual participants may 
be characterised, among other things, by:

	• Transmission of different data

	• Use of modified login routines

	• Changed frequency of communication

	• Change in the recipients of participant’s messages

	• Change in the attributes of the secure identity.
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No sooner do the current AI research results become part 
of product developments in the otherwise slowly mov-
ing world of industrial innovations than other new trends 
emerge in the AI area. Huge investments by trillion dollar 
companies have strong traction worldwide and therefore 
continue to break up established production strategies in 
the industrial world.

This document is aimed at industrial users of AI systems 
as well as developers of AI algorithms in order to clari-
fy the impact that the rapid transformation of artificial 
intelligence continues to have on industrial production as 
a whole. Since this fast-moving trend shows no signs of 
flattening, it is essential to examine and illustrate the var-
ious effects on Industrie 4.0 production. First, we need to 
consider the high-performance potential associated with 
these AI developments. Second, we need to look at possible 
trade-offs that may arise from new risks based on bias or 
inadequate or compromised data sets, which every devel-
oper must be aware of. Users “trust” AI-assisted systems 
with increasingly complex decisions, without being able to 
think about other back-up options. This fact alone should 
oblige product managers and developers to pursue “the 
systemic principles that have been forgotten” [23] when 
designing and implementing AI-based systems.

Optimisations on every front

Not surprisingly, ongoing technical adjustments and opti-
misations are also a consistent development goal in the 
field of artificial intelligence. Only three years ago, the 
almost unimaginable performance that computers can 

now generate with machine learning was viewed by many 
outsiders to be achievable only by large-scale data centres. 
Neural networks, i.e. the almost exclusive generation tech-
nology of such services, are trained in large-scale data cen-
tres with an ever-expanding use of resources, but the infer-
ence, i.e. the application of the finished network, including 
the AI system, now takes place locally, at the edge of the 
Internet in dedicated devices. Optimisation goals therefore 
require, for example, no wasting of valuable user response 
time as latency, since the most optimised, compact devices 
at the edge are used. The most complex neural networks, 
which are constantly setting new world records in image 
recognition and similar tasks, are currently running on 
microcomputers the size of a credit card at minimal costs 
and response times offering zero network latency and 
availability that can be scaled almost at will. The level of 
optimisation is reaching new heights.

Effects on Industrie 4.0

What does all of this mean for users and manufacturers in 
the field of Industrie 4.0? The previous Industrie 4.0 con-
cept of secure cross-company communication, for example 
in the area of machine-to-machine (M2M) communication, 
benefits from additional endpoint security options through 
AI edge components. AI can be used to provide security to 
certain areas of application in a simplified and cost-effec-
tive manner.

For example, for predictive maintenance, service providers 
do not need direct access to original data and local sensor 
data. The machine in question can use AI-based predictive 

6  Summary and conclusion
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maintenance features to determine all relevant statements 
through its own series of measurements and analyses on 
site at the edge and actively transfer these to the service 
provider as instructions. There are no confidentiality risks 
associated with raw measurement data. Operators’ fears 
that maintenance service providers could deduce machine 
activities from sensory observation are thus largely without 
foundation.

At the same time, the shift of intelligence from the cloud 
to the edge also means the emergence of new security 
risks associated with high computing power in the edge. 
To give a practical example, four, eight or even more cores 
of a smartphone’s CPU can be used to capacity if neces-
sary when video streaming or other online live services are 
used. These edge devices have considerable AI capabilities. 
In addition to the video and voice analyses needed by the 
user for convenient identification purposes, they also allow 
extensive espionage and analysis options, including local 
time series analyses, to be carried out undetected, with-
out the user’s consent and without noticeably increasing 
the processor load. In terms of security, this technology 
reached a critical point quite some time ago. Trust in this 
technology is currently evoked by the manufacturer’s eco-
system and its promise of reliability. IT security does not 
play a major role here. So far there has been no reliable 
Know-Your-Vendor Principle (KYV) in this area, based on 
the Know-Your-Customer (KYC) concept known in the 
financial sector.

This situation is to be assessed quite differently in the 
industrial context: IT security is focused, especially in the 
Industrie 4.0 area, against threats and aims to prevent 
extortion due to cybercrime, sabotage by states and ser-
vices or espionage, such as data theft (illegal copies) due 
to industrial espionage. Attacks are also aimed at the sec-
ondary economic effects generated by accessing the goals, 
policies and other business-relevant knowledge relating to 
competitors. In this context, AI-based attacks can only be 
identified in principle according to the current state of IT 
security. To enable better detection here, additional sensors 
are required in the network in order to identify “unusu-
al” behaviours of edge components. The training phases 
of such systems can last between six to twelve months 
in order to reduce the false positive rates (FPR) to a tol-
erable level of false reports. If over-compensation for the 
behaviour of the detectors takes place, the dangerous false 
negative rate (FNR) can rise and consequently lead to non-
detection of attacks.

Other solutions, such as “security gateways” between net-
work segments, do not reliably detect this type of attack 
because these network conduits are usually not able to rec-
ognise encryption at a semantic level. Messages that can 
be understood by humans are not recognised and blocked 
at the AI level. In the era of AI, concepts from the past that 
checked protocols for encryption can only provide limited 
protection against AI-based (GAN, adversarial examples,  [5] 
[6]) synthetic keys that are hidden in images, sounds or oth-
er report features designed to be harmless. In extreme cases, 
intensely pretrained AI attackers from the edge no longer 
exchange any primary data, but simply transmit completely 
harmless messages. The subversive meaning of these mes-
sages can still be guessed one hundred percent correctly by 
the relevant AI control centre or other edge AI systems in 
the same network, but is no longer understood by the mon-
itoring AI instance. In this scenario, the attacker achieves 
complete takeover of the potential victim.

Recommendations and outlook

As explained above, AI applications at the edge are a 
future-oriented technology that requires expert handling so 
that the technology’s benefits can be reaped with an accept-
able associated risk.

Anyone seeking to better grasp or influence these situations 
in general needs to have good to very good knowledge of 
their own processes, production systems and infrastruc-
tures. In this regard, the KYC principle known from the 
financial world should be emulated by a Know-Your-Arti-
ficial-Intelligence (KYAI) principle in Industrie 4.0. External 
help for evaluating your own test results is recommended 
in all cases.

From a security perspective, AI systems at the edge are of 
particular importance. Recognised weak points must be tak-
en seriously because AI systems are not self-critical and do 
not protect themselves from their own “blind spots”, such 
as a bias. When monitoring systems for AI edge applica-
tions are used, clarification is required as to when and under 
what conditions escalations or de-escalations must be trig-
gered based on the threat frameworks, e.g. to compensate 
for a high FPR over a certain period of time. Unknown AI 
systems, algorithms and unknown data sets generally carry a 
security risk. Manufacturers of AI-based products need new 
criteria for creating and maintaining the trustworthiness of 
AI-based products. These should be based on a KYAI concept 
that is expressly recommended at this point.
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