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Digitalization has undoubtedly become a central factor 
for transformations in many aspects of personal life and 
society. While the technical basis enabling the digital trans-
formation, enhanced data collection capabilities, compu-
tation and communication resources, is basically the same, 
digitalization is often addressed within the realms of a 
domain, such as eGovernment, eHealth, but also “Industrie 
4.0” focusing on the digital transformation of the industrial 
sector. Realizing the need for a broader approach regard-
ing digitalization, the japanese government advocated the 
concept of Society 5.0. Similar to Industrie 4.0 describing 
the next evolution of industrial production, Society 5.0 
envisions the next evolution of social life and economy. 
The core technologies for both are very similar, e. g., digi-
tal twins, CPSs, 5G networks, cloud/edge computing, IoT, 
and artificial intelligence. Reaching the goals of both Soci-
ety 5.0 and Industrie 4.0 requires data centric approaches 
where cyberspace and physical space tightly integrate and 
data can be distributed between multiple stakeholders 
across company and country borders. In such a scenario 
data security, e. g., confidentiality, integrity and availabili-
ty, becomes a critical aspect, as it determines whether data 
exchange actually enhances the quality of products and 
services or, in the worst case, provides too much of a risk 
to pursue. However, not only data security must be guar-
anteed, but also security of the supply chains providing 
customers with products and services. Even well before the 
digital transformation products were increasingly manu-
factured and delivered to end customers by a collaboration 
of companies. With the digital transformation this devel-
opment increased rapidly, as it offers various advantages, 
such as flexibility and cost-effectiveness. In 2022 the JDTF 
identified four trends regarding the safety and security of 
supply chains in Society 5.0 [39]:

T1 Digitalization of supply chain and after-sales service: 
B2B transactions in supply chains are increasingly becom-
ing digital, facilitating the evolution of manufacturing 
processes, eCommerce, and also after-sales services, such 
as remote monitoring and maintenance, heavily relying on 
data provided by cyberphysical systems.

T2 Continuous supply of product and service value in 
response to diversifying needs and changing external 
conditions: Supply chains must be organized in an increas-
ingly flexible manner to enable quick reactions to new 
customer needs, new products, while ensuring the avail
ability of products and services in case of supply chain 
disruptions, for example, due to natural catastrophes, wars, 
pandemics.

T3 Changes in structure of supply chain, diversification of 
industries in which suppliers participate and increasing 
complexity of supply routes for products and services: 
Digitalization facilitates the restructuring of supply chains 
and allows new suppliers to enter the market to compete. 
This enables companies to diversify their supply routes of 
core components and services, but also allows suppliers 
and service providers to become part of supply chains in 
new domains.

T4 Acceleration of rule formation that requires compli-
ance throughout supply chains: Supply chain participants 
have diverse set of rules they have to be compliant with. 
Depending on the type of product or service or the location 
where said product or service is manufactured/provided 
at least legislative rules (e. g., GDPR in EU) and domain-
specific rules (e. g., automotive, medical) apply. Increasingly, 
companies want to prove that their products are manufac-
tured in an environment-friendly manner and with sus-
tainability in mind, which has an effect on the whole prod-
uct/service supply chain.

While these trends have not been formulated explicitly 
in Industrie 4.0, they are to some degree an implicit part 
of many typical Industrie 4.0 scenarios. The “Plattform 
Industrie 4.0” itself explains the term Industrie 4.0 using 
six example scenarios1, which all can be mapped to the 
described trends (Table 1).

3

1  Introduction

In Industrie 4.0, the trust within the entire supply chain can be achieved by utilizing trust-enabling technologies. This 
white paper presents a framework for supporting trust decisions based on trustworthiness evidence in value creation 
networks in an industry setting.

1	 https://www.plattform-i40.de/IP/Navigation/EN/Industrie40/WhatIsIndustrie40/what-is-industrie40.html

https://www.plattform-i40.de/IP/Navigation/EN/Industrie40/WhatIsIndustrie40/what-is-industrie40.html


Secure and safe supply chains are an important part of 
Industrie 4.0. This white paper proposes a solution for 
safety and security in digitalized supply chains focusing 
on the concept of trust and trustworthiness in digitalized 
environments. In the following chapters an introduction 
to trustworthiness will be given, followed by the solution 
architecture and a brief overview over other domains and 
standardization bodies where trust in supply chains or 
similar concepts are being discussed.

Trustworthiness in digital supply chains has been a topic 
of interest in “Plattform Industrie 4.0 for some time merg-
ing into two whitepapers in cooperation with the Japanese 
RRI [1][2] and standardization work in ISO/TC 292 and the 
corresponding national standardization bodies.. The con-
cepts presented in this document are complementing the 
previous work by “Plattform Industrie 4.0 and RRI, brief-
ly introduced in 2.2, sharing the nomenclature and basic 
understanding of trustworthiness and its application in 

digitalized supply chains. While the previous work focused 
on protocols and concepts to establish trustworthiness, 
for example, in e-procurement, and the complex multi-
party trustworthiness relations along supply chains in a 
top-down approach, the work in this whitepaper provides 
a bottom-up approach, showing how trust-enabling tech-
nologies (3) can be utilized to support trustworthiness in 
supply chains.

The document at hand is targeted at the Industrie 4.0 
community with a focus on developers and standardiz-
ers working on trustworthiness solution and standards, 
as it provides an overview over current developments in 
the standardization bodies on the topic of trustworthiness 
and trust-enabling technologies. Finally, we introduce a 
technology-driven architecture (Supply Chain and Trust 
Management Architecture), based on trusted computing, 
to acquire, process and distribute trustworthiness-related 
data.

T1 T2 T3 T4

Flexible production ■ ■

Convertible factory ■ ■

Customer-oriented solutions ■ ■

Optimized logistics ■ ■

Use of data ■ ■ ■

Resource-efficient circular economy ■

Table 1: Mapping of “Industrie 4.0” example scenarios to described trends, as conducted by the Plattform Industrie 4.0

INTRODUCTION4



2  �Trust and Trust Decisions in 
Value-Creation Networks

2.1  Concept of Trust and Trustworthiness

Stock and Boyer [3] study several definitions of supply 
chain management to arrive at what they call, a consensus 
definition:

The management of a network of relationships with-
in a firm and between interdependent organizations 
and business units consisting of material suppliers, 
purchasing, production facilities, logistics, market-
ing, and related systems that facilitate the forward 
and reverse flow of materials, services, finances and 
information from the original producer to final cus-
tomer with the benefits of adding value, maximizing 
profitability through efficiencies, and achieving cus-
tomer satisfaction. [3]

With modern supply chains in information-driven soci-
eties, many of the entities increasingly involve artificial 
intelligence [4], [5], which Boden describes as “computers 
that do the sorts of things that minds can do” [6]. Although 
the role of trust in societies, involving humans, animals 
and inanimate entities including artificial intelligence, may 
not be immediately discernible, Marsh et al., [7] refers to 
the work by Luhmann [8], which suggests that trust helps 
reduce the complexity of everyday life by allowing us to 
take certain things as given.

In their 2022 work on trust and trustworthiness in artificial 
intelligence [9], Lewis and Marsh classify the definitions of 
trust found in existing literature into four perspectives: (1) 
the accountability perspective; (2) the coordination per-
spective; (3) the goodwill perspective; and (4) the decision 
perspective.

Bryson [10] concludes that “we need to know we can hold 
the human beings behind that system to account”. Ryan 
[11] goes as far as stating that complex machines should 
not be viewed as trustworthy! Lewis and Marsh, disagreeing 
with this notion that there is no validity of trust when deal-
ing with non-humans, extrapolate the accountability per-
spective as an additional requirement that a trustee be able 
to morally accept blame. This, the authors admit though, 
necessitates a theoretical reasoning different from the well-
known decision perspective of trust, which we describe later.

The coordination perspective sees trust as a coordination 
of expectations and that it only exists in a relationship 
between peers. In this respect, Bryson [10] defines trust as 
“a relationship between peers in which the trusting party, 
while not knowing for certain what the trusted party will 
do, believes any promises being made”. Baier [12] assumes 
cognitive and linguistic ability in both the trustor and the 
trustee in order to establish a process of expectation rec-
onciliation. Sako and Helper [13] term “contractual trust” 

5



between participants as an expectation to keep to an estab-
lished agreement between the parties. Reina [14] uses the 
term “transactional trust”, where trust is only given in order 
to develop or maintain trustworthiness. Lewis and Marsh 
find this implied human exceptionalism of the coordina-
tion perspective between peers limiting and “incompatible 
with a functionalist view on intelligence and agency” [9]. 
For example, this perspective does not even extend to trust 
between humans and animals, let alone between humans 
and machines.

The goodwill perspective can also be found in the works 
of Baier [12], Sako and Helper [13], Lagerspetz [15] as well 
as the more recent work from Sutrop [16] in which trust 
is seen to exist when the trustor’s reliance depends on the 
goodwill of the trustee. According to this perspective, the 
trustor may feel that the trustee is capable of meeting the 
former’s needs through the latter’s actions; and as a result 
the trustor approaches the trustee with trust. As Dennett 
[17] found, this intentional viewpoint – that an entity is 
able, willing or even designed to meet another’s needs – is 
particularly useful when reasoning about complex objects.

Lastly, the decision perspective is based on the most widely 
accepted notion of trust [18]–[21] wherein trust is seen 
as an “act of choosing to put oneself into a situation of 
risk, where the outcomes are dependent on the actions of 
another” [9]; and this act of trusting may be so done based 
on a set of evidences. In the decision perspective, trust is 
observed to be highly contextual, idiosyncratic and subjec-
tive [22]. Dwyer [22] argues that the act of trusting should 
be empowered (i. e., given as a choice), not enforced (i.e., 
told to do so). This is particularly relevant to us in the con-
text of supply chains where either humans or machines (or 
both) are responsible to trust (as an action) other humans 
or machines. The trustor should be able to make the trust 
decision based on the trustor’s own policies (which may 
encapsulate a level of subjectivity), instead of having a 
trust decision enforced due to certain metrics or attributes 
that the potential trustee presents. Besides trustors being 
able to apply their own policies to make a trust decision, 
we also explore how some of that decision making can be 
informed by the system (the trustee; specifically a trusted 
system according to RFC 4949 [23]) that “operates as expect-
ed, according to design and policy, doing what is required – 
despite environmental disruption, human user and oper-
ator errors, and attacks by hostile parties – and not doing 
other things”. It is to be noted that evidences about this 
reliable system operating “as expected” are subject to their 
completeness (with respect to conformance policies) as well 

as freshness (with respect to reflecting reality accurately at 
a given point in time).

Following the definition of trust from the decision perspec-
tive, trustworthiness is an important input that goes into a 
trust decision [21], [24]. Trustworthiness is an attribute of 
the trustee, which guides whether a trustor chooses to trust 
the trustee. Trustworthiness “is based on any number of 
traits, beliefs, desires, intentions, competencies, and so on” 
[9]. Potential trustors form their subjective beliefs about the 
trustworthiness of potential trustees based on the evidence 
about the latter, something McKnight and Chervany [25] 
called “trusting beliefs”. It is to be noted that regardless of a 
trustee’s trustworthiness, a potential trustor may choose to 
trust the trustee anyway.

Trustworthiness is defined in the ISO/IEC 20924:2021 
standard, as the “ability to meet stakeholder expectations 
in a demonstrable, verifiable and measurable way”. This 
relates to the concept of “contractual trust” [13] for its focus 
on expectations but the ISO/IEC 20924:2021 departs from 
the human exceptionalism of the coordination perspec-
tive, described above, by stating that trustworthiness, as an 
attribute, can be applied to humans and their groups but 
also to entities that are abstract and non-human, such as 
services, products, data and information. This ability [of 
the trustee] to meet [the trustor’s expectations] in demon-
strable, verifiable and measurable ways can be derived or 
evaluated from: (1) observations of how the trustor behaves 
in the relevant context; as well as (2) insights, e. g. through 
transparency, into how the trustee works, thinks and val-
ues, with respect to the expectations of the trustor. Lewis 
and Marsh [9] term the former is called black-box and the 
latter white-box evidences of trustworthiness that serves as 
an input to trust as a decision. In our recent work on trust 
in manufacturing [26], we present both of these evidences 
by describing manufacturing as a process model (i. e. 
insights of what is being done) as well as evidences of the 
actual execution of the process (i. e. observations).

A technical basis in support of the ability [of the trustee] to 
meet [the trustor’s expectations] in the Internet is produced 
by the RATS WG in the IETF. The working group’s charter 
states that:

In network protocol exchanges, it is often the case 
that one entity (a relying party) requires evidence 
about the remote peer (and system components 
[RFC4949] thereof), in order to assess the trust
worthiness of the peer. (IETF RATS WG [23], [27])
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By enabling devices or systems (trustees) to take on the 
role of an attester they can produce digital evidence about 
their trustworthiness characteristics. Evidence production 
of attesters is based on well-known roots of trust includ-
ed in the attester. Corresponding trustor entities rely on 
two complementary roles: (1) the burden of appraisal of 
evidence, which can be rather voluminous and device or 
system specific, is taken on by the verifier role; and (2) the 
relying party role can then act on the attestation results 
produced by trusted Verifiers based on policies that apply 
to it. Attestation results are typically more concise and uni-
versal and therefore easier to process and act upon by var-
ious types of relying parties. In general, trust in a role is 
established via well-known trust anchors. Consecutively, 
external entities, such as a verifier, can establish and man-
age trust relationships with roots of trusts via their corre-
sponding trust anchors.

An attester produces white-box evidence. Exposing such 
evidence to a verifier requires a trust relationship between 
attester and verifiers. Analogously, the relying party that 
requires a trustworthiness assessment about remote peers 
requires trust relationships between itself and the verifier. 
Additional trust relationships extend into the supply chain 
entities that manufactured the attester (trustee): a verifier 
requires a trustworthy description of an attester’s intend-
ed conformance characteristics and composition, which 
means there must be policies in place that establish trust 
relationships between external endorsers of the attester or 
corresponding reference value providers.

In essence, remote attestation is not a trivial process and 
requires various actors to collaborate. Remote attestation 
can be a vital part of the assessment of trustworthy char-
acteristics of a trustee and requires multiple trust decisions 
about which entities to trust in the automation of the cor-
responding procedures handled by trustors. In order to 
automate remote attestation, it is also vital to take into 
account that automation of trustworthiness assessments 
depends on trust decisions manifesting in policies that can 
support such automation. To enable the implementation 
of global and scalable systems, the number of manual trust 
decisions must remain at a manageable level. Additionally, 
trust decisions and their basis must be made transparent, 
auditable (in a given scope), and – in a best case scenario – 
are standardized and interoperable.

2.2  Trustworthiness in Supply Chains

The topic of trustworthiness in supply chains of “Indus-
trie 4.0” has been discussed previously in [1] and [2]. Both 
publications give an introduction to the general concept of 
trustworthiness and its importance for supply chains, rele-
vant international standards and propose solutions to cer-
tain aspects of trust in supply chains.

The joint whitepaper between RRI (Japan) and “Plattform 
Industrie 4.0” (Germany) focusses on IIoT value chain secu-
rity and the role of trustworthiness [1]. The authors con-
centrate on the possibility of creating ad hoc trustworthy 
relationships between companies, who did not have a joint 
business history before. They aim to provide support to 
companies, so that they can find trustworthy collaboration 
partners and establish truthful relationships. The overall 
vision is presented in Figure 1. The authors identify mech-
anisms to support trustworthiness assurance, propose the 
TECEP, and the idea to utilize trustworthiness profiles.

The publication was followed by a document with a focus 
on chain of trust for organizations and production [2]. 
A supply chain typically consists of many entities, who 
contribute to the product available for the end user. This 
means that there are also many potential attack vectors. 
The aim of the publication was to provide support to man-
ufacturers, so that they can find trustworthy components 
easily and can establish ad hoc trustworthy relationships 
with supply chain partners. The analysis led to a structured 
approach to achieve trustworthiness, a comprehensive 
understanding of the chain of trust topology and general 
requirements for a chain of trust. The document showed 
especially the role of globally unique IDs, digital signatures 
and a digital proof of process to determinate the trustwor-
thiness of organizations and products.

Both publications and the document at hand share a com-
mon basis and understanding for the trustworthiness in 
supply chains. As such, the work presented in this docu-
ment shall be interpreted as a continuation of the shared 
efforts to enable and facilitate trustworthiness mecha-
nisms in modern supply chains. Similar to the preced-
ing work, this document introduces a solution to another 
aspect of trust in supply chains, which has not yet been 
addressed.
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Supply chains today are (almost) fully automated, realized 
with computer systems and devices that control, manage, 
and operate supply chain processes. If we want to trust 
supply chains, we hypothesize that we have to trust the 
digital systems involved. So, the overall question becomes: 
How can we trust a device?

Digging deeper, this yields the question: Which “parts” of a 
device can we put trust in at all? The answer is quite sim-
ple: hardware and software. We have to have confidence 
(trust) in all the hardware and all the software involved in 
every part of the supply chain. This includes all involved 
supply chains for all parts.

This leads to two further questions and answers:

1.	 How can we trust hardware? We need to make sure 
(or know for sure) that the device – or a piece of hard-
ware – was manufactured and shipped as expected.

2.	 How can we trust software? We need to make sure 
(or know for sure) that the software was developed 
and is executed as expected.

“As expected” means that all items and steps in the 
supply chain can be trusted, i.e., they must provide verifi-
able evidence of its defined (and successfully completed) 
“treatment” process (production, shipping, etc.).

Figure 1: Overall scenario of Plattform Industrie 4.0 production [1]
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3  Trust-Enabling Technologies

There exist several technologies to enable trust in comput-
ing systems. In this section, Trusted Computing (3.1) and 
Confidential Computing (3.2) are introduced.

3.1  Trusted Computing

Trusted Computing enables systems to produce verifiable 
evidence about all its running software, including boot 
components and OS software. Trusted Computing based on 
a hardware root-of-trust has been developed by the indus-
try to protect computing infrastructure and billions of end-
points. The TCG has developed the TPM with cryptographic 
features that enforce certain behaviors and protect systems 
from unauthorized modification, malware, rootkits, and 
other attacks.

Standards-based Trusted Computing technologies devel-
oped by TCG members now are deployed in enterprise sys-
tems, storage systems, networks, embedded systems, and 
mobile devices, and they can secure cloud computing and 
virtualized systems. As a result, systems, networks, and 
applications are not only more secure, less susceptible to 
viruses and malware, and more reliable, but also easier to 
deploy and manage.

Several definitions of trust in different domains have been 
evaluated in 2. The definition of trust from the TCG is:

“An entity can be trusted if it always behaves in 
the expected manner for the intended purpose.” 
(TCG 2004)

Chris Mitchell defines Trusted Computing as:
“With Trusted Computing, the computer will 
consistently behave in expected ways, and those 
behaviors will be enforced by computer hardware 
and software.” (Chris Mitchell [28])

3.1.1  Trusted Platform Module (TPM)

The TPM [29] is a cryptographic coprocessor in hardware 
with secure storage and secure key generation capabilities, 
and it is hardened against physical attack. A TPM is a pas-
sive device, and software must actively use it. The BIOS or 
UEFI, the bootloader, and other components must have 
(built-in) code to use and control the TPM. The Linux ker-
nel and Windows have TPM drivers on board to communi-
cate with the TPM.
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A TPM can be leveraged for the protection of credentials, 
such as cryptographic keys; EA policies enable for the fine-
grained definition of access policies. TPM remote attesta-
tion is used for the detection of compromise to a system. 
That is, a TPM and its ecosystem enable a system to provide 
(explicitly) verifiable evidence about all loaded (software) 
components to third parties. The TPM extends the RTM, 
and implements an RTS as well as an RTR.

3.1.2  Measurement and Attestation Roots (MARS)

The TCG further specifies MARS that maintains a reliable 
and remotely verifiable device identity, rooted in hardware. 
The boot health – the integrity of the components used to 
boot the device – is also remotely verifiable. Like the TPM, 
MARS provides a RTM, a RTS, and a RTR. In contrast, it 
lacks enhanced features of a TPM, such as secure sessions 
and EA policies. MARS is a specification that is not tied to 
any particular hardware. It rather constitutes a concept and 
a protection profile that must be implemented in the tar-
get hardware. So, its application is hardware-specific. MARS 
enables explicit remote attestation, like the TPM and its 
use cases are primarily targeted at constrained IoT systems. 
MARS enables explicit remote attestation, like TPM, and its 
use cases are primarily focused on constrained IoT systems.

3.1.3  Device Identifier Composition Engine (DICE)

DICE is another standard from the TCG and targets very 
constrained devices where a TPM or MARS cannot be used 
for technical or economic reasons. It provides a strong 
hardware identity as well as firmware integrity. The DICE 
engine creates a compound device identifier from a unique 
hardware ID and a hash of the first loaded firmware (stage 
0 firmware). DICE provides a RTR and supports implicit 
remote attestation. Like MARS, DICE is a specification that 
is not tied to any particular hardware. It must be imple-
mented in the target hardware, making its application 
hardware-specific.

3.2  Confidential Computing

Confidential computing enables new public cloud scenar-
ios (e.g., migrating extremely sensitive data to the cloud, 
and enabling multi-party sharing scenarios that have been 
difficult to build due to privacy, security, and regulatory 
requirements). [30]

Today, data is often encrypted at rest, in storage, and in 
transit across the network, but not while in use in memory. 
Additionally, the ability to protect data and code while it is 
in use is limited in conventional computing infrastructure. 
Confidential Computing utilizes TEEs to achieve code con-
fidentiality, authenticated launch, and protected/isolated 
execution of user-defined code.

The Confidential Computing Consortium is a com-
munity focused on projects securing data in use and 
accelerating the adoption of confidential computing 
through open collaboration. […]

The CCC brings together hardware vendors, cloud 
providers, and software developers to accelerate the 
adoption of Trusted Execution Environment (TEE) 
technologies and standards. [31]

Confidential computing has complementary goals with 
Trusted Computing that provides load-time integrity ver-
ification of all software components of an entire system. 
However, Trusted Computing does not protect data while 
in use in memory.

3.2.1  Trusted Execution Environments (TEEs)

A TEE is an environment for securely executing code. Code 
running in a TEE can have high levels of trust. Programs 
that are executed inside a TEE can ignore threats from the 
rest of the system. TEE programs are called TAs. The coun-
terpart to a TEE is the REE, such as Linux, Microsoft Win-
dows, or Apple MacOS.
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Today’s systems tend to run a lot of software. And the more 
software is executed, the larger the attack surface becomes 
and the higher the probability of security vulnerabilities. To 
work around that, the TEE concept was developed. TEEs are 
specified by a consortium of concerned parties: network 
operators, manufacturers, OS vendors.

There are many interpretations of what is meant by trust 
in a TEE. In the TEE it is used to imply that you may have a 
higher level of trust in validity, isolation, and access control 
on items (assets) stored in this space. This leads to the fol-
lowing assertion: “Trusted OS and TAs executed inside that 
space are more trustworthy.”

On the one hand there are manufacturer and use case 
specific TEEs. They are designed to restrict themselves to 
a limited use case, hereby meeting the needs of a specif-
ic manufacturer. On the other hand there are “real” TEEs. 
They have high-quality internal isolation and are designed 
to enable a device’s best security to be leveraged by devel-
opers beyond the initial production-line installers.

3.2.2  Arm TrustZone

Arm TrustZone is system-wide approach to embedded 
security. It is available in Arm Cortex-based processor 
systems. Cortex-based cores are used in everything from 
microcontrollers (MCUs) to high-performance CPU. 
TrustZone is an embedded security technology that starts 
at the hardware level. It creates two environments that 
can run simultaneously on a single core:

	• a “Secure World”, and

	• a not-as-secure world (“Normal World”)

Increasingly, developers need to secure systems beginning 
at the lowest levels, i. e., the physical layer, which includes 
the boot process. A TrustZone-enabled system starts the 
bootloader of the normal world first after the secure world 

has fully booted. Two virtual processors execute code in a 
time-sliced fashion. Context switching is realized through 
a new core mode (monitor mode) when changing the cur-
rently running processor. The software in monitor mode 
is implementation defined, and saves and restores states 
when switching worlds.

3.2.3  Intel Software Guard Extensions (SGX)

Protection rings as implemented by a CPU protect the 
OS from applications, and applications from one another. 
However, applications are not protected from privileged 
code attacks. A malicious application may exploit a flaw 
in the OS kernel and gain access through privileged code. 
Goals of Intel SGX are:

	• An application defends its own secrets.

	• Keep the attack surface small (application parts + CPU).

	• Require no separate processor.

Intel SGX is an extension to CPU instructions introduced 
with Intel Skylake processors. Its key concept is the “enclave”, 
a protected environment that contains the code and data of 
security-sensitive computations. A system can run multiple 
enclaves; there is no limitation. While Arm TrustZone has 
exactly one trusted world, Intel SGX has multiple. Enclaves 
are isolated from the untrusted software outside – includ-
ing the OS – as well as from other enclaves.
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Integrity is a crucial aspect in today’s distribution and 
supply chains. Ensuring the integrity of supply chains 
means to ensure the integrity of any involved computer 
system. That is, it must be ensured hardware and software 
is authentic and integral.

Trust-enabling technologies are already available in many 
hardware and software systems in production, OT, and IT 
but are not always being utilized as state of the art.

4.1 introduces the supply chain model as used in this white 
paper. In 4.2 the adapted VCP is described that contains 

4  Utilizing Trust-Enabling Technologies

trustworthiness criteria. 4.3 introduces our Supply Chain 
and Trust Management architecture that augments supply 
chains with trust aspects and includes VCPs.

4.1  Supply Chain Model

Figure 2 depicts an idealistic supply chain for an industrial 
robot. In (today’s) supply chains, many parties are involved 
in each of the steps, all having their own supply chains, 
resulting in nested supply chains.

Mining
Machines
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Construction
Vehicles

Transport

Factories

Production

Transport
Vehicles

Transport

Warehouses

Inventory

Delivery
Vehicles

Transport

Retailers

Distribution

Customers

Sales

Figure 2: Simplified supply chain model
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4.1.1  Hardware Supply Chain

This section examines the hardware supply chain by first 
looking at how trust is currently established, and then 
identifying problems in the form of attacks.

4.1.1.1  Trusting Hardware – State of the Art

The device manufacturer makes sure that the manufactur-
ing process is “secure”. Usually, this process is not under the 
control of an external party, e. g., the customer. The device 
manufacturer ensures that all installed components are 
genuine and issues a platform certificate that confirms that 
the platform is assembled according to the data sheet. The 
platform certificate is made available to the customer. A 
platform certificate is an attribute certificate, not an iden-
tity certificate, so no public key is included. The platform 
certificate is typically stored in the persistent storage of the 
TPM. The TPM manufacturer issues an EK Cert and stores 
it in the TPM. The EK is a unique hardware key in the TPM; 
the private portion never leaves the TPM.

The device manufacturer may “seal” devices’ housings by 
chemical or mechanical means, such as a white paint that 
“bleeds” red when cut or scratched. Or the manufacturer 
may use tape or seals that show evidence of removal. Fur-
ther, frangible (brittle, breakable) covers or seals are other 
methods available using current technology.

In summary, it is essential to trust the manufacturers to do 
their job properly, because it is not possible to gain insight 
into their processes and the machines and software used.

4.1.1.2  Hardware Supply Chain Attacks

There is a huge number of (potential) supply chain attacks. 
This may be compromised production equipment that is 
infiltrated by a hardware “trojan”, or software manipulation 
in the assembling machine. PITM attacks are omnipresent, 
even for hardware. On its way to the customer, the prod-
uct/device is opened, chips or software are replaced with 
malicious ones, or secrets are extracted.

4.1.2  Software Supply Chain

This section examines the software supply chain by first 
looking at how trust is currently established, and then 
identifying problems in the form of attacks.

4.1.2.1  Trusting Software – State of the Art

Software vendors should ensure a robust and secure soft-
ware development process. Like it is the case with hard-
ware, (proprietary) software is developed “behind closed 
doors”. Hence, the customer or any other third party has no 
access to the software’s source code. The software develop-
ment and testing process is entirely up to the software ven-
dor. The software may even be (semi-)formally designed, 
verified, and tested. Testing the software (fuzzing, unit and 
integration tests, etc.) is also a common practice. Some ven-
dors sign their software binaries in order to ensure authen-
ticity and integrity, making the certificate available to the 
customer, including necessary intermediate and root certif-
icates. The installation on-premise is sometimes restricted 
to only signed software to be installed.

Like with hardware, it is essential to trust the manufac-
turers to do their job properly, because it is not possible 
to gain insight into their processes and the machines and 
software used.

4.1.2.2  Software Supply Chain Attacks

There is countless (potential) attacks on software. These 
may be compromised compilers and build tools, or even 
the software vendor’s build machine be corrupt, compiling 
a virus into the binary. Code signing could also be corrupt, 
resulting in signing a malicious binary.

PITM attacks can take place on several layers and locations. 
The vendor’s root certificate may be replaced with a mali-
cious one, or the binary may be replaced with a malicious 
one during transmission.

There is also data-at-rest attacks where an attacker replac-
es a binary while the machine is powered off. The attacker 
may place a malicious root certificate in the trusted certif-
icate store. Runtime attacks may be exploited, due to a bug 
in the software binary that, e. g., causes privilege escalation 
or arbitrary code execution.

4  UTILIZING TRUST-ENABLING TECHNOLOGIES 13



4.2  Value Creation Process

A generic VCP is depicted in Figure 3, which is based on the 
work by Nagayoshi et al. [26]. It is focused on transparency 
and verifiable evidence of the production process, which 
leads to trustworthiness of the process. It takes as input 
common rules and guidelines from the industry, Trust
worthiness Criteria, criteria of internal rules and know-
how for the VCP, and client requirements and/or design. 
From these, common trustworthiness requirements are 
derived, and trustworthiness methods are defined. Next, 
trustworthiness practice statements are created from these. 
The final product is produced from the client requirements 
and/or design and one or more trustworthiness practice 
statements. Production-related data is collected during this 
process to serve as evidence for the production process and 
as input to the conformance validation. Conformance vali-
dation uses the data from the production process, as well as 
certificates from other VCPs – including those from other 
vendors, such as installed microchips – to create a certifi-
cate for the manufactured product.

The output of the manufacturing process as depicted in 
Figure 3 is the product and the certificate. Note that these 
can also be multiple certificates and products, depending 
on the particular VCP.

4.3  �Supply Chain and Trust Management 
Architecture

The goal of this section is to present a generic supply chain 
architecture that is complemented by trust measures: 
the Supply Chain and Trust Management architecture 
(Figure 4).

The central element is a company that takes production 
input, such as silicon, microchips, housings, or software 
libraries, and produces a product by going through several 
VCP components. One or more products are then deliv-
ered to one or more consumers. The consumers can be 
end customers (B2C), other companies (B2B), or transport 
companies.
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Figure 3: Value Creation Process (VCP)
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The production process (Value Creation Process VCP) con-
sists of several VCP components. Such a component can be 
any machine, software, or cyberphysical (production) sys-
tem, that is being utilized during production. To make the 
VCP component verifiable, it needs to have any form of 
trust-enabling technology (section 3) available. The archi-
tecture proposed is hereby technology-agnostic and sup-
ports approaches like TPM, TEE and others to be as inclu-
sive as possible with regards to these technologies. Remote 
attestation, as described in section 3, plays an integral role 
verifying the production systems integrity and hence, the 
trustworthiness of generated data. The evidence collection 
and integrity verification collects integrity data from all 
involved VCP components, records all this data, and stores 
it in the local evidence store for later processing, such as 
certificate generation and auditing.

The local trust store contains certificates from the produc-
tion process as described in 4.2. This includes linking infor-
mation to assembled parts from other manufacturers. For 
example, a robot manufacturer certainly has certificates 

from all purchased parts from another manufacturer in its 
trust store, so that the certificate for the final product – the 
robot – contains links to the certificates of involved parts of 
the robot (e. g., display unit, power supply, or motors).

Certificates from other manufacturers may be obtained 
from global evidence and trust stores, or may be part of 
the production input. Produced certificates and evidence 
of rather confidential nature may be shared with consum-
ers directly, and not put into a global store. However, non-
critical evidence data and certificates may be synchronized 
(partially) with global stores.

All evidence and certificate stores may be realized as com-
mon (graph) databases. Another option would be the usage 
of Distributed Ledger Technologies (DLT), such as block-
chain, and a consensus protocol – e. g., the Practical Byzan-
tine Fault Tolerance (pBFT) – to realize a secure distributed 
database. As transparency and integrity are the main goals 
for certificate and evidence stores, DLTs are viable candi-
dates for the use case.
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Figure 4: Supply Chain and Trust Management Architecture
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This section lists related work in the context supply chain 
security, trust, and trustworthiness.

5.1  Asset Administration Shell

Asset Administration Shell (AAS) [32] [33]is a core concept 
developed by the Plattform Industrie 4.0. AAS is an imple-
mentation of digital twins for IIoT, providing a standard 
for virtual models reflecting physical objects by linking 
this virtual model to the asset. The AAS is the standard-
ized digital representation of the asset and provides capa-
bilities for asset interoperability. Technical functionality 
that is exposed by an asset can be described in the AAS, as 
well as asset-related data. This is organized in standardized 
submodels for various aspects of the asset. The concept of 
submodels aims to define submodels for any concern, for 
example submodels for safety and security. Regarding the 
proposed architecture in Section 4, a standardized sub
model for trustworthiness would provide a suitable inte-
gration in a AAS and therefore facilitate the integration of 
trustworthiness in other use cases for IIoT. The Trustwor-
thiness Profile, as defined in [1], would be part of the trust-
worthiness submodel of an asset, signaling trustworthiness 
expectations and capabilities along the supply chain.

5.2  Generic Trust Anchor API

The concepts introduced in the document at hand heavily 
rely on the usage of trust-enabling technologies as intro-
duced in section 3. In order to facilitate and spread trust 
and trustworthiness in supply chains, it is advisable to not 
limit the concept technologically by focusing on only a 
limited set of vendors or trust-enabling technologies. While 
all those technologies have their unique features, there is 
also a large common set of capabilities. Currently, a devel-
oper of industrial applications must implement security 
functionality which may be provided by secure elements 
in a technology-specific manner using custom program-
ming interfaces and libraries for each trust-enabling tech-
nology. To facilitate and spread the usage of trust-enabling 
technologies, ISO/IEC JTC1 SC41 is specifying TS 30168 
“Generic Trust Anchor Application Programming Inter-
face for Industrial Applications. The goal is to simplify the 
integration and usage of secure elements in IIoT devices 
by standardizing an Industrial IoT Security API. This will 
be achieved by providing a technology-agnostic API set for 
commonly used cryptographic functionality of trust-ena-
bling technologies, such as random numbers, encryption, 
decryption, and signatures. The work organized under ISO/
IEC JTC 1/SC 41 is carried out by national standardization 
bodies such as DIN in Germany.

5  Related Work
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5.3  �Framework for establishing trustworthy 
supply chains

ISO TC 292 WG4 is currently working on a guideline for a 
“Framework for establishing trustworthy supply chains” 
(AWI 22373)2. It defines an approach to support stakehold-
ers in a supply chain to accomplish a chain of trustwor-
thiness regarding properties of identifiable material goods 
along the supply chain. It gives guidance on the identifi-
cation of trust domains, their corresponding trustworthi-
ness attributes, and define a standardized data structure 
to exchange trustworthiness relevant information for sig-
naling assurance to trustworthiness properties, between 
different supply chain nodes. It will support typical trust-
worthiness relevant properties, such as interoperability, 
robustness, accountability, transparency while preserving 
privacy, etc.

5.4  �Supply Chain Integrity, Transparency, and 
Trust (SCITT)

IETF is a standards defining organization that produces 
standard building blocks for the Internet. Currently, a new 
WG forms in the IETF: the SCITT WG. A summary of the 
mission statement is:

SCITT is an initiative to define industry standards on 
how to provide interoperable, concise, air-gap’able 
trust assertions in support of believable accountability 
and auditability. (IETF SCITT WG [34])

The charter is still under development at the time of writ-
ing this white paper and can be found at the IETF website3 
[34]. The development is documented in an IETF email list 
(scitt@ietf.org) and in a GitHub repository4.

In more detail, the SCITT WG defines two essential mes-
sage types that enable global, uniform signing mechanisms 
for authentic and accountable statements about supply 
chain artifacts (Figure 5). The first message type is called a 
Claim and wraps opaque statement payloads in a standard-
ized, interoperable, and state-of-the-art signing envelope. 
The second message type is called a Transparent Claim that 
is composed of a Claim and a corresponding countersign-

ing proof about that Claim being notarized by a Transpar-
ency Service, called a Receipt. Notarization involves two 
essential activities:

	• Storing the Claim in an append-only log – typically a 
Merkle tree – and

	• creating the countersignature that includes a Merkle 
Inclusion Proof in a Receipt.

In summary, Receipts and Claims in composition consti-
tute Transparent Claims. Hashes of all issued Claims stored 
by the Notary (the actor conducting the notarization activi-
ty) are added to a Merkle tree. A Merkle tree operated on by 
a Notary is called a Registry.

Both signed statements and countersigned Merkle Inclu-
sion Proofs are based on the IETF COSE [35]. The serializa-
tion of COSE is based on the CBOR [36]. The use of COSE 
and CBOR enable applications involving constrained devic-
es in constrained node environments – that constitute the 
majority of the IoT – as CBOR and COSE are lightweight, 
require small processing power, minimal stack sizes, and 
have a small data-in-flight footprint. Analogously, Receipts 
are very small, can be stored independent of their corre-
sponding Claims and, if trusted (e. g., by a well-managed 
trust anchor store), can be validated offline in air-gap usage 
scenarios. Auditability of Receipts or Transparent Claims is 
enabled by Transparency Services who implement the role 
of a Notary and maintain a corresponding Registry.

The flexible and scalable trust relationships of SCITT are 
tied to trust decisions about Transparency Services. If a 
supply chain entity trusts a Transparency Services, on the 
one hand it simply can validate a receipt even without hav-
ing the capability of processing the statement about supply 
chain artifacts, e. g., itself. On the other hand, a supply chain 
entity can present the receipt to a relying party (colloqui-
ally, a consumer of SCITT Transparent Claims or Receipts), 
which then can conduct a full audit trail of related state-
ments coming from the same Issuer via Transparency Ser-
vices. As no statements can ever be removed from a Regis-
try, and statements never expire, extensive audit trails can 
be facilitated by SCITT Transparency Services.
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The first use case to be addressed by the SCITT WG is the 
Software Supply Chain. While the SCITT payload is opaque 
to the mechanisms of the Transparency Services, a well-

known set of software supply chain documents exists – 
called software bill of materials (SBOM) – that will drive the 
first use case of the WG.

Artifact

Issuer Statement Envelope

DID Key Manifest
(decentralized)

Sign Claim
Claim

Transparency

Transparency Receipt Registry
Service

Transparent
Claim

Verifier Verify Claim

Auditor Collect Receipts Replay Registry

Figure 5: IETF SCITT architecture (work in progress) [34]
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5.5  Software Bill of Materials (SBOM)

On May 12, 2021 US president Biden issued EO 14028 on

Improving the Nation’s Cybersecurity [37]

In Section 4 (Enhancing Software Supply Chain Security) a 
deadline for publication of a minimum elements for a SBOM 
document by NIST 60 days after the release of the execu-
tive order was set. This deadline follows the guidance of 
providing a purchaser a Software Bill of Materials (SBOM) for 
each product directly or by publishing it on a public website 
included in the executive order.

Ultimately, various deliverables defined in the executive 
order inform the FAR Council and other appropriate US 
agencies on how to handle and procure software and how 
to contract IT and OT services in the future. Accordingly, 
NIST published on July 12th, 2021 the document The Mini-
mum Elements For a SBOM. The NIST document states:

An SBOM provides those who produce, purchase, and 
operate software with information that enhances their 
understanding of the supply chain, which enables 
multiple benefits, most notably the potential to track 
known and newly emerged vulnerabilities and risk.

SBOM will not solve all software security problems but 
will form a foundational data layer on which further 
security tools, practices, and assurances can be built. [38]

There are three element types that compose the minimal 
elements for SBOM defined by the NIST publication:

Data fields that provide baseline information about each 
component that should be tracked, namely: Supplier, Com-
ponent Name, Version of the Component, Other Unique 
Identifiers, Dependency Relationship, Author of SBOM 
Data, and Timestamps,

Automation support, including automatic generation and 
machine-readability to allow for scaling across the software 
ecosystem, and

Practices and processes that define the operations of SBOM 
requests, generation and use including Frequency, Depth, 
Known Unknowns, Distribution and Delivery, Access Con-
trol, and Accommodation of Mistakes.

There are also three SBOM formats acknowledged by 
the NIST publication in support of automation: SPDX, 
CycloneDX, and SWID tags. All formats have strengths and 
weaknesses today. There is a trend of convergence, though, 
as, for example, SPDX started to include reference to oth-
er formats, such as SWID tags and CoSWID tags as well as 
gitbom. SBOMs are often referred to as ingredient lists for 
software, but their today’s complexity and corresponding 
capability already exceeds the use of a list of characterized 
subcomponents. Existing SBOM formats also start to cover 
more software life-cycle phases than the Release phase that 
is targeted by executive order 14048 where a purchaser of a 
released software has to be provided with a SBOM.

The guidance in the NIST publication on minimal SBOM 
elements deliberately excludes requirements on integrity 
and authenticity mechanism that would render SBOM doc-
uments believable and trustworthy inputs to supply chain 
trust mechanisms, such as SCITT. Nevertheless, SBOM doc-
uments are one of the first well-defined payloads of SCITT 
in the context of its first use case: Software Supply Chain.
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6  Summary

This white paper presents the blueprint of a supply chain 
architecture that introduces “trustworthiness” measures 
into every step of a value chain. Our work focuses on the 
trustworthiness in the context of “Industrie 4.0”, driven 
by the “Plattform Industrie 4.0”, and safety and security 
of supply chains in “Society 5.0” as described by the JDTF. 
This covers the entire software and hardware life cycle, an 
important focus topic of the “Plattform Industrie 4.0”.

We introduce the overall topic in section 1 and present 
trends for “Society 5.0” and their relation to “Industrie 4.0”. 
In section 2, we take a deeper look at the topics of trust and 
trustworthiness and go into various definitions. Section 2.2 
presents concepts, considerations, and existing work relat-
ed to trust in supply chains. It highlights key challenges in 
establishing trust in hardware and software.

In 3, trust-enabling technologies are presented – Trusted 
Computing and Confidential Computing – both of which 
play an essential role in establishing trust into hardware 
and software components in every part of a digitalized 
supply chain.

A possible architecture is introduced in section 4.3. It 
describes the supply chain model, the trustworthiness-
enhanced VCP, and the Supply Chain and Trust Manage-
ment Architecture. The Supply Chain and Trust Manage-
ment Architecture demonstrates how to create and verify 
trustworthiness evidence as well as the distribution of this 
verifiable evidence to other participants of a supply chain. 
Considerations for improving the life cycle of hardware 
and software are also presented.

Eventually, we compare this work with existing work in 5, 
such as IETF SCITT [34] and RATS [27] as well as SBOMs.
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